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Preface

This book of proceedings gathers the contributions presented at the 2nd
URV Doctoral Workshop in Computer Science and Mathematics. After the
successful first edition in 2014, the second edition has been held in Tarragona
(Catalonia, Spain) on November 13th 2015. It has been jointly organized by
the research group on Architectures and Telematic Services and the Doctoral
Program on Computer Science and Mathematics of Security of Universitat
Rovira i Virgili (URV). The main aim of this workshop is to promote the
dissemination of the ideas, methods and results that are developed in the
Doctoral Thesis of the students of this doctorate program.

The workshop had two invited talks, oral presentations and posters. The
first invited talk was given Dr. Pietro Michiardi, from Eurecom (France), who
talked about both the algorithmic aspects and systems for Big Data analysis.
The second talk was given by Mrs. Júlia Nebot from the Center of Technology
Transfer of Foundation URV. She explained to the students how they can make
business out of the results of a Ph.D. thesis (such as the steps for having a
patent or for creating a start-up company).

In this book, the reader will find the contributions of the Ph.D. students.
Each chapter presents the research topic of one student, the goals and some
of the results. It is worth to note the wide coverage of this workshop, with
contributions to the following main research lines: (1) Security and privacy in
computer systems, (2) Artificial intelligence, robotics and vision, (3) Telematic
architectures and complex networks and (4) Mathematics. All contributions
present innovative proposals, methods or applications, with the aim of opening
new and strategic research lines.

The editors and organizers invite you to contact the authors for more de-
tailed explanations and we encourage you to send them your suggestions and
comments that may certainly help them in the next steps of their PhD thesis.
The organizing committee was formed by Dr. Marc Sánchez, Dr. Aı̈da Valls
(Coordinator of the Ph.D. program), Mrs. Olga Segú, Ms. Miriam Mart́ınez
and Mr. Edgar Zamora.



We could not finish without first thanking the invited speakers for accept-
ing the invitation of the organization committee and for giving us such inter-
esting conferences. Second, we thank all the participants and especially, the
students that presented their work in this DCSM workshop. Finally, also want
to thank ”Universitat Rovira i Virgili” (URV), the Department of Computer
Science and Mathematics (DEIM), and the School of Engineering (ETSE) for
their support.

Dr. Marc Sánchez and Aı̈da Valls (Editors)
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Josep Sampé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Cyclic codes, Equiangular Polygons and New Decoding
Algorithms
Marta Pujol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Privacy-preserving Mechanisms for e-Commerce
Alberto Blanco Justicia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Access Control Management and Enforcement
Malik Imran Daud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

CLARUS: User-Centered Privacy and Security in the Cloud
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Cross-swarm bundling in personal Clouds:
Perspectives and limitations

Rahma Chaabouni?

Universitat Rovira i Virgili, Tarragona-Spain. rahma.chaabouni@urv.cat

1 Context

Users are unceasingly relying on personal cloud (PC) systems (like Drop-
box, Google Drive, Box. . . ) to store, edit and retrieve their files. These systems
generally rely on a client-server architecture. This means that all the download
requests will be handled by a central entity which sends the requested content
in a single stream. PCs that have limited bandwidth budget can benefit from
the upload speed of their clients in order to improve the overall download time.
This can be done by introducing a peer-to-peer content distribution protocol
and facilitate collaboration between PC clients. The two following common
file distribution scenarios could benefit from this download strategy:

1. Synchronization: User A is adding a new file to his personal account.
During the synchronization process, this file will be download by all the
other synchronized devices of A

2. Sharing : User A is sharing a file with other users (B and C). In this case,
the file will be downloaded by all the synchronized devices of B and C

We have proven in [1,2] that the use of BitTorrent (BT) [3] in PC to serve
files to end-users can significantly reduce the download time of the clients
while offloading the cloud server. However, due to the reduced sharing among
PC clients, the total number of peers that can benefit from this download
strategy remains very limited and the sizes of BT swarms are quite small
(most BT swarms are composed of 2 peers only). To increase the number and
size of BT swarms, we propose to use cross-swarm bundling in order which
has been proven to be efficient in BitTorrent systems [4,5].
In this paper, we first describe the architecture of a PC that supports peer-
to-peer collaboration and then evaluate the use of cross-swarm bundling tech-
niques in these systems.

? PhD advisors: Marc Sanchez Artigas, Pedro Garcia Lopez
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2 System Architecture

A Personal Cloud (PC) is a term generally used to refer to a file hosting
service that allows its users to store, synchronize and share content over the
Internet. The main components of a classic PC are:

• Meta-data service: The meta-data servers contain all the meta-data
information related to the clients and the files.

• Storage service: The storage service refers to the physical locations
where the users’ file content are stored. It can be local, in the form of
local storage servers accessed via FTP/SFTP, or external, provided by a
third-party (Amazon, Google. . . ).

• Notification service: The notification service is dedicated to monitoring
whether or not any changes have been made to the users’ accounts.

• Processing service: The processing service is responsible for processing
the files and ensuring their delivery to the end-users.
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Fig. 1: System architecture

To allow inter-client content transfers via BT, the classic PC is extended
with the following components which , as detailed in Figure 1:

• Content Delivery Service : The content delivery service processes the
requests coming from the end-users and ensures the delivery of the files to
the corresponding requesters. It is composed of:

- Coordinator: The coordinator is responsible for managing the clients’
requests and the cloud’s resources.
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- Seeder nodes: The seeder nodes are the entities responsible for de-
livering the requested content from the storage back-end servers to the
end-users. To each file being distributed corresponds one seeder node.
We distinguish two types of seeds: HTTP seeds and BitTorrent seeds
depending on the protocol used to distribute the content to end-users.

• Clients swarms: All the end-user peers are organized into swarms. We
define a swarm by the set of peers that are requesting the same file. Similar
to the seeds, we distinguish two types of swarms: HTTP swarms and
BitTorrent swarms depending on the protocol used.

3 Cross-swarm bundling in PCs

Bundling consists in grouping a set of contents into a single file for down-
load. Peers download a bundle that contains both the desired files along with
some other files that make up the bundle [5]. This technique was mainly pro-
posed to increase the availability of the least available swarms in BT systems.
Bundling can be static when a pre-determined set of files are grouped together
by the publisher, or dynamic if peers are assigned complementary content to
download at the time they decide to download a particular file. Though static
bundling is easy to implement, it may result in wasted downloads as every
peer has to download the entire bundle. Dynamic bundling offers more flex-
ibility since it can adapt to the current state of the publishers which might
help in avoiding wasted downloads.

In our PC system, low content availability, which was the main motivation
for bundling, is not an issue thanks to the cloud seeders. However, dynamic
bundling can be used to reduce the load on cloud seeders and improve the
download time of the clients. To this extend, we can differentiate between
the following bundling variants, depending on the protocol being used by the
bundled swarms:

• BT-swarms bundling: In BT-swarms bundling, a number N of distinct
BT swarms sharing N distinct files can be grouped together. In this case,
bundling implies creating bigger swarms sharing bigger files.

• HTTP-swarms bundling: In HTTP-swarms bundling, a number N of
distinct HTTP swarms downloading N distinct files can be grouped to-
gether. In this case, bundling implies switching the transfer protocol from
HTTP to BT for some HTTP swarms

• Hybrid-swarms bundling: In hybrid-swarms bundling, a number N1 of
BT swarms sharing N1 distinct files are bundled with N2 HTTP swarms
which are downloading N2 distinct files. In this case, bundling implies hav-
ing bigger BT swarms and switching from HTTP to BT for some swarms.

Despite its benefits, there are possible security concerns that can be as-
sociated with bundling. As a matter of fact, grouping files of different users
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can jeopardize the privacy of the users’ sensitive information. This risk can
be easily overcome by encrypting the user’s data. This encryption can be im-
plemented in two different levels: in the cloud’s side or in the client’s side.
The client’s side encryption is already implemented in different PC providers,
such as Wuala [6], SpiderOak [7] and Dropbox Enterprise [8]. Moreover, there
are some commercial solutions, such as Boxcryptor [9], that allow the users
to encrypt their data locally before sending them to the cloud.
The cloud’s side encryption is another possible solution to ensure privacy
between the clients. Nevertheless, it is important that the time needed for
encryption/decryption is negligible compared to the time of information re-
trieval.

Acknowledgement. This work has been partially supported by the Mart́ı-Franquès
Research grants Program and the EU in the context of the project CloudSpaces:
Open Service Platform for the Next Generation of Personal clouds (FP7-317555).
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Improving Prediction in the Routing Layer of
Wireless Networks Through Social Behaviour

Pere Millán?
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Abstract. Community networking, together with the Bottom-up-Broadband initia-
tive, is an emerging model for the Future Internet across Europe and beyond where
communities of citizens build, operate and own open IP-based networks, a key in-
frastructure for individual and collective digital participation. As any other network
that mixes wired and wireless links, the routing protocol must face several challenges
that arise from the unreliable nature of the wireless medium, the self-management by
the users, and the organic growth. Our research focus on improving the performance
of routing protocols in wireless networks. The first research topic is about predicting
both the link quality and the path quality in wireless community networks. In the
second research topic, we analyse the prediction opportunities of the control packets
in the routing layer of the OLSR protocol (in Mobile Ad-hoc Networks, MANETs).
This paper contains the main results we have obtained in both topics. We also explain
our current research on the ”social behaviour” of people who carry with them the
devices that form the nodes of wireless networks (e.g. smartphones) in real scenarios.

Keywords: Routing Protocols, Wireless Networks, Network Topology Prediction,

Link & Path Quality Prediction, Social Behaviour, Community Networks, MANETs.

1 Link Quality Prediction

Link quality (LQ) tracking helps the routing layer to select links that
provide the best features for communication. Moreover, LQ prediction has
proved to be a technique that surpasses LQ tracking by foreseeing which links
are more likely to change its quality. In [3] we focus on LQ prediction by
means of a time series analysis. We apply it in the routing layer of large-
scale, distributed and decentralized networks. We demonstrate that this type
of prediction achieves a success probability of about 98% in both the short
and long term.

In [2] we enhanced and extended the previous work by giving more de-
tailed discussion of the previously presented global studies and including a

? PhD advisors: Carlos Molina (URV), Roc Meseguer (UPC).
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new one that relates topological features of a link with the behaviour of its
link quality. We included two new subjects. The first analyses the variability
of LQ prediction (1) between links and (2) over time. A second new subject
proposes and discusses an enhancement to the prediction process that benefits
from the global and individual behaviour of link qualities observed.

Those studies demonstrate that time series analysis is a promising approach
to accurately predict LQ values in community networks. This technique can
be used to improve the performance of the routing protocol by providing
information to make appropriate and timely decisions.

As future work, we plan to identify which links contribute most to the
error in the LQ prediction and to understand what factors make it more
difficult to predict the behaviour of these links. We also want to analyse if
there is a subset of links that provides real trends in LQ. Moreover, we plan to
improve the prediction process discarding those links whose relation between
LQ and prediction accuracy is above a certain threshold. Furthermore, we are
currently implementing our proposal, that will allow us to determine its cost,
how to be used by routing protocols, and if the addition of other sources of
information (e.g. NIC parameters) could improve the predictions. Finally, we
want to extend our analysis to other community networks, to evaluate if the
observed behaviour could be generalized.

2 Path Quality Prediction

End-to-End or Path Quality (PQ) tracking helps the routing layer to select
paths that provide the best features for communication. We believe that PQ
prediction surpasses PQ tracking by foreseeing which paths are more likely to
change its quality. In [1] we focus on PQ prediction by means of time-series
analysis. We apply this prediction technique in the routing layer of community
networks. We demonstrate that it is possible to accurately predict PQ with an
average Mean Absolute Error of just 2.4%. Particularly, we analyze the path
properties and path ETX1 behavior to identify the best prediction algorithm.
Moreover, we analyze the PQ prediction accuracy some steps ahead in the
future and also its dependency of the time of the day.

We have presented results from 4 well known learning algorithms that
model time series. All of them achieved high percentages of success, with
average Mean Absolute Error values per link between 2.4% and 5% when
predicting the next value of the PQ. We also analyzed the error variability and
found that three of them presented similar performance, whereas the fourth
performs worse due to outliers with larger errors. A more detailed study of
the best prediction shows an average absolute error less than 1. We have also

1 ETX is the number of expected transmissions of a packet necessary for it to be received
without error at its destination. ETX varies from number of HOPS (perfect) to infinity.
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observed differences in the prediction behavior during day and during night,
as it happens with actual ETX values.

The future work in PQ is similar to LQ. We want to extend this analysis
to other community networks. Moreover, we plan to identify which paths
contribute most to the errors in the PQ prediction and to understand what
factors make it more difficult to predict them. We also want to study the
impact of errors in routing decisions, and to study a solution with two different
predictors for day and night. Finally, we plan to improve the prediction process
discarding those paths whose relation between PQ and prediction accuracy is
above a certain threshold.

3 Control Information Prediction

Several social computing participation strategies use mobile ad hoc or op-
portunistic networks to support the users activities. The unreliability and
dynamism of these communication links make routing protocols a key com-
ponent to achieve efficient and reliable data communication in physical envi-
ronments. Often these routing capabilities come at expenses of flooding the
network with a huge amount of Topology Control Information (TCI), which
can overload the communication links and dramatically increase the energy
consumption of the participating devices. In previous works we have shown
that predicting the network topology in these work scenarios helps reduce the
number of control packets delivered through the network. This saves energy
and increases the available bandwidth. In [4] we present a study that extends
previous works, by identifying the impact of predicting the TCI generated by
routing protocols in these networks. The prediction process is done following a
history-based approach that uses information of the nodes past behavior. The
paper also determines the predictability limits of this strategy, assuming that
a TCI message can be correctly predicted if it appeared at least once in the
past. The results show that the upper-bound limit of the history-based pre-
diction approach is high, and that realistic prediction mechanisms can achieve
significant ratios of accuracy.

The main contributions are: (1) we observed that around 80% of the times,
for low densities of nodes, a packet has already appeared in the past. This per-
centage falls to 50% when considering a network with a higher node density.
This demonstrates that the upper bound limits of our strategy remain high
for an ample variety of interaction scenarios, which make us expecting impor-
tant benefits for mobile collaborative applications that use these networks as
communication support. (2) the results also show that few packets contribute
significantly to the total percentage of packets delivered through the network.
This means that there is a high opportunity for predicting the TCI, and this
prediction can be just focused on a small subset of packets. (3) we have iden-
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tified the role played by different history-depth patterns, prediction policies,
confidence mechanisms, and the combination of several approaches.

As a future work, we plan to analyze in detail all combinations of work sce-
narios, considering node density, speed, and mobility patterns. We also want
to develop more complex confidence mechanisms, and combine the prediction
approaches to see if their benefits can be accumulated. Moreover, it would also
be interesting to analyze the prediction performance in opportunistic networks
involving heterogeneous environments (to address IoT-based solutions).

4 Improving Prediction Through Social Behaviour

Our previous research steps have demonstrated the importance of the pre-
diction for both Link & Path Quality, and also for Control Information pack-
ets. In a real scenario, the nodes that compose the wireless network correspond
to the communication devices carried by the people (e.g. smartphones). Our
current research topic is to incorporate the social behaviour of people in the
prediction process and to study if this new factor improves the obtained re-
sults. We want to asses if this ”social behaviour” is real or just virtual. We
focus our analysis in the mobility of people (e.g. a group of people in a museum
guided visit) and in time factors (e.g. day and night, workdays and weekend).

Acknowledgement. This work has been partially supported by the Spanish Ministry of Science
and Innovation (MCI) and FEDER funds of the EU under contracts TIN2013-44375-R, TIN2013-
47245-C2-1-R, TIN2013-47245-C2-2-R and TIN2012-37171-C02- 02, and also the Community Net-
works Testbed for the Future Internet (CONFINE) project: FP7-288535, and also by the Generalitat
de Catalunya as a Consolidated Research Group 2014-SGR-881.
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1 Introduction

The advent of Big Data has emerged from the increasing necessity that
companies and organizations face of extracting value from very large amounts
of raw data produced during their daily operation. In this sense, it is common
to find large-scale data processing scenarios where compute clusters and data
stores are physically disaggregated, usually being interconnected by a high
speed networking layer. In terms of management, disaggregating or special-
izing storage and computation clusters seems reasonable given the disparate
requirements of storage and computing tasks. Moreover, this scenario enables
storage and compute resources to be easily shared across multiple tenants via
virtualization techniques.

Despite its benefits, the unintended consequence of disaggregating storage
and compute resources is that it may represent a performance barrier to scale-
out Big Data analytics [3]. That is, data should be moved or batch loaded from
the data store to the compute cluster before the actual computation takes
place, deriving in an intense activity over the network. Consequently, com-
panies are forced to adopt a “store-first-query-later” approach for processing
large volumes of data.

1.1 Compute clusters

In today’s Big Data environments, compute clusters usually run a variety
of computing frameworks for data processing, such as Apache Hadoop [2]
or Spark [4], among others. These frameworks are based in the MapReduce
paradigm. MapReduce is a paradigm for parallel computation that consists
of two main functions called Map and Reduce. Map function takes as input
a key-value pair and produces multiple key-value pairs called intermediate-
results, then, the output of the Map function is grouped by keys and sent

? PhD advisors: Pedro Garćıa López, Marc Sánchez Artigas
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to the Reduce function which takes this intermediate results as input, runs
aggregation, and produce final results. Unlike Hadoop, Spark is designed for
advanced, real-time analytics. Spark runs in memory making it, in some cases,
100 times faster than Hadoop. One additional benefit of both frameworks
is that they have SQL interpreters (Hive and SparkSQL), which enable the
user to manage data via SQL-like statements, avoiding the need for a user of
developing low-level Hadoop/Spark jobs.

1.2 Storage clusters: More than just data silos

Currently, storage clusters are divided into three different types of storage
in function of what they store: files, blocks or objects. In this work, we are
focusing on use object storage clusters, designed to store unstructured and
large amounts of data. One of the most commonly used object storage platform
is OpenStack Swift. Swift is a highly scalable redundant unstructured data
store that leverages commodity hardware, making it widely used by companies
and organizations for building their own storage clusters. Moreover, we can
interact with Swift via an HTTP restful API, leveraging easy and ubiquitous
data access.

Although storage clusters are normally dedicated to provide storage ser-
vices, in the last years several works have advocated for converting the data
store into a computation capable entity introducing the concept of Active
Storage [1]. The main benefit of Active Storage is that it reduces the amount
of data movement needed between storage and compute nodes. In Swift there
are two frameworks providing Active Storage: ZeroCloud [5] and IBM Storlets
[6]. Both ZeroCloud and Storlets are executed into a sandboxed environment,
isolating the storage layer from compute tasks for security reasons.

In this work, we are using IBM Storlets. This novel framework allows us
to develop filters called Storlets that are installed in the Input/Output flow
of an object in Swift. Storlets are executed just before Swift stores data to
or after reads data from storage nodes’ disks. We can develop many types of
Storlets, for example, Storlets related to encryption or data reduction tasks.

Nowadays, storage nodes have sufficient resources for doing basic computa-
tion tasks without moving all data to the compute cluster, and then, move the
results back to the storage nodes, saving thus a lot of bandwidth and other
resources. Furthermore, this approach will allows us to provide services at
storage level such as filtering, data reduction, or advanced Extract-Transform-
Load (ETL) capabilities, that is, services to scale-out Big Data analytics in
disaggregated clusters.

2 Cooperative Clusters for Big Data Analytics

In this thesis, we aim at enabling cooperation in disaggregated Big Data
environments to reduce data movement between compute and storage clusters.
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Approach. Common compute clusters have limited resources so it is very
important load only the needed data to compute cluster for reducing resource
usage. In our approach, we enable communication between compute and stor-
age clusters by modifying HTTP headers of requests at compute side, thereby
allowing Storlet invocation at storage side. Furthermore, we may add parame-
ters in these headers to run additional or specific functionalities in the Storlets.
Our approach is transparent to users, so that they may run computation tasks
without noticing that the storage cluster is helping in compute tasks.

Fig. 1: High level overview of our approach architecture.

Proof of concept. We executed an experiment where we can see the
benefits of using cooperative analytics. The experiment consists of processing
log traces from a production system (14.8GB) with Map Reduce. The compute
cluster will count the total number of transactions done by each user in the
trace. We executed our experiments in a 7-machines rack formed by a compute
cluster (3 Dell Servers R420) and a storage cluster (4 Dell Servers R320). Both
clusters are interconnected via a 1Gb switched network.
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Fig. 2: Experiment results: Non Cooperative (NC), Cooperative (C)

In Fig. 2, Grey bars (NC) show the performance of executing the previous
experiment in a standard Hadoop/Swift installation, whereas green bars (C)
reflect the performance of our cooperative analytics framework. As we can
observe, the cooperative analytics approach reduces by the half the time spent
to perform computations. Moreover, the total amount of data transferred



12 Josep Sampé

between compute and storage clusters is reduced by 90%. This gives a sense on
the potential of cooperative Big Data clusters in disaggregated environments.

3 Final Remarks and Future Work

In this paper, we presented the concept of making compute and storage
clusters to cooperate in disaggregated Big Data analytics environments. Our
early experiments show the potential gains that an active object store may
provide when it cooperates in the data analytics lifecycle, concretely in terms
of bandwidth reduction and compute times. However, there are still many
challenges to face in the near future.

For instance, making use of Spark/Hadoop to process data files on top
of OpenStack Swift produces a high number of concurrent requests, since
both frameworks have been designed to perform parallel computation. Unfor-
tunately, this type of computation over Swift derives in some drawbacks at
storage side, such as resource contention or performance interference at Storlet
level. That is why currently our research is focused on determine what kind of
Storlets produces resource contention and how much workload supports this
type of Active Storage, and then, decide how to optimize resource usage to
avoid these problems when compute clusters process Swift datasets.

Acknowledgement. This work has been partially supported by the EU in the context of the project
IOStack: Software-defined storage for Big Data (H2020-ICT-2014-7-1), and the project CloudSpaces:
Open Service Platform for the Next Generation of Personal clouds (FP7-317555).
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1 Introduction

During this year I have worked on two main topics related to coding theory
which have derived in two accepted articles and one ongoing preprint. The
first accepted article deals with the relationship between cyclic codes and
side lengths of equiangular polygons. It was published in May in American
Mathematical Monthly. It is the topic of the next section. In the third section I
present the results of our second accepted (proceedings) article, which focuses
in the algorithms that decode errors and erasures of Reed-Solomon codes and
a new version of the key equation. The results of this research will be presented
in Kalamata, Greece in July 2015. We are trying to publish a journal version
of them.

2 Side Lengths of Equiangular Polygons (as seen by a coding
theorist)

An equiangular polygon is a polygon whose vertex angles are equal. Equian-
gular polygons arise, for instance, in connection with the area enclosed by
binary forms through the so-called Schwarz-Christoffel mapping [2,3].

An ordered set of positive real numbers a1, . . . , an (or the corresponding
n-tuple) is said to be equiangulable if there exists an equiangular polygon
with side lengths consecutively equal to a1, . . . , an. It can be proved, (see
for instance [1,10]), that equiangulable n-tuples can be characterized, using
complex numbers, as the n-tuples for which a1x

n−1 +a2x
n−2 +· · ·+an−1x+an

vanishes at e
2π
n
i. Indeed, just consider the rotations at every angle and the

shifts along every side of the polygon. We proved an equivalent result without
using complex numbers, but some frequent tricks used in the theory of cyclic
codes. One new insight in the proof is the definition and characterization of
shift-stable linear spaces.

? PhD advisor: Maria Bras
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Finally, we have worked on an application of this research to the construc-
tion of slot car circuits. We assume that the pieces (straights and archs) are
compound of sides of an equiangular polygon. So, giving the pieces of a cir-
cuit in order, like a polygon, to the application that we have developed, it
will notify if this circuit will close or not. Therefore, we will be informed of
the possibility of a circuit that closes before being assembled. This opens the
door to a tool for deciding what circuits can be formed with a given set of
non necessarily ordered slot pieces.

3 A New Approach to the Key Equation and to the
Berlekamp-Massey Algorithm

The two primary decoding algorithms for Reed-Solomon codes are the
Berlekamp-Massey algorithm [8] and the Sugiyama et al. adaptation of the
Euclidean algorithm [11], both designed to solve Berlekamp’s key equation
[4]. The connections between the two algorithms were analyzed in [5,7,9]. We
present a new version of the key equation for errors and erasures, more natural
in the sense that correction polynomials are based on error locations rather
than their inverses, as in the classical equations. We give a way to use the
Euclidean algorithm to solve the new key equation. A straightforward reorga-
nization of the algorithm yields the Berlekamp-Massey algorithm. Hence, our
new approach can be seen as an alternative, more natural, explanation of the
Berlekamp-Massey algorithm.

3.1 Settings on Reed-Solomon Codes

Let F be a finite field of size q and let α be a primitive element in F. Let
n = q − 1. We identify the vector u = (u0, . . . , un−1) with the polynomial
u(x) = u0 + · · · + un−1x

n−1 and denote u(a) the evaluation of u(x) at a.
Classically the (primal) Reed-Solomon code C∗(k) of dimension k is defined
as the cyclic code with generator polynomial (x − α)(x − α2) · · · (x − αn−k),
The dual Reed-Solomon code C(k) of dimension k is the cyclic code with
generator polynomial (x− αn−(k+1))(x− αn−(k+2)) · · · (x− α)(x− 1).

Both codes have minimum distance d = n− k + 1. Furthermore, C(k)⊥ =
C∗(n − k). There is a natural bijection from n to itself which we denote by
c 7→ c∗. It takes C(k) to C∗(k). The codeword c∗ can be defined either as
iG∗(k) ∈ C∗(k) where i is the information vector of dimension k such that
c = iG(k) ∈ C(k) or componentwise as The codeword c∗ can be defined either
as iG∗(k) ∈ C∗(k) where i is the information vector of dimension k such that
c = iG(k) ∈ C(k) or componentwise as

c∗ = (c0, α
−1c1, α

−2c2, . . . , αcn−1) where c = (c0, c1, . . . , cn−1). Then,
(c∗0, αc

∗
1, α

2c∗2, . . . , α
n−1c∗n−1).
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A decoding algorithm for a primal Reed-Solomon code may be used to
decode a dual Reed-Solomon code by first applying the bijection ∗ to the
received vector u. If u differs from a codeword c ∈ C(k) by an error vector e
of weight t, then u∗ differs from the codeword c∗ ∈ C∗(k) by the error vector
e∗ of weight t. If the primal Reed-Solomon decoding algorithm can decode u∗

to obtain c∗ and e∗ then, transforming by the inverse of ∗ we may obtain c
and e. Conversely, a decoding algorithm for a dual Reed-Solomon code may
be used to decode a primal Reed-Solomon code by applying the inverse of ∗,
decoding, and then applying ∗.

3.2 Decoding for Errors and Erasures

Suppose that c ∈ C(k) is transmitted and that errors occurred at t different
positions and that other s positions were erased, with 2t+s < d. Suppose that
u is the received word once the erased positions are put to 0 and that e = u−c.
Define the erasure locator polynomial as Λr =

∏
i:ciwas erased

(x − αi) and the

error locator polynomial as Λe =
∏
i:ei 6=0,cinot erased

(x − αi). We will use Λ for
the product ΛrΛe. Notice that Λr is known from the received word, while Λe is
not. Define the error evaluator as Ω =

∑
i:ei 6=0

or ci erased

ei
∏
j:ej 6=0 or cj erased,

and j 6=i
(x−αi).

The error positions can be identified by Λe(α
i) = 0 and the error values,

as well as the erased values, can be derived from an analogue of the Forney

formula [6], ei = Ω(αi)
Λ′(αi)

.

The syndrome polynomial is defined as S = e(αn−1) + e(αn−2)x + · · · +
e(α)xn−2 + e(1)xn−1. It can be proved that Ω(xn − 1) = ΛS. The general
term of S is e(αn−1−i)xi, but from a received word we only know e(1) =
u(1), . . . , e(αn−k−1) = u(αn−k−1). Define S̄ = e(αn−k−1)xk+e(αn−k−2)xk+1+
· · · + e(1)xn−1. The polynomial Ω(xn − 1) − ΛS̄ = Λ(S − S̄) has degree at
most t + s + k − 1 < d−s

2 + s + n − d = n − d−s
2 . Next theorem provides an

alternative key equation for dual Reed-Solomon codes.

Theorem 1. If s erasures and at most bd−s−1
2 c errors occurred, then Λe and

Ω are the unique polynomials f and ϕ satisfying the following properties. 1.
deg (fΛrS̄ − ϕ(xn − 1)) < n − d−s

2 ; 2. deg(f) ≤ d−s
2 ; 3. f, ϕ are coprime; 4.

f is monic

Suppose first that only erasures occurred. Then Λ = Λr, Λe = 1, and Ω can
be directly derived from this inequality. Indeed, Ω is the sum of monomials

in ΛrS̄ with degrees at least n− d−s
2 , divided by xn−

d−s
2 .

Suppose that a combination of errors and erasures occured. The ex-
tended Euclidean algorithm applied to ΛrS̄ and −(xn − 1) computes not
only gcd(ΛrS̄, x

n − 1) but also two polynomials λ(x) and η(x) such that
λΛrS̄ − η(xn − 1) = gcd(ΛrS̄, x

n − 1). At each intermediate step a new re-
mainder ri is computed, with decreased degree, together with two intermediate
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polynomials λi(x) and ηi(x) such that λiΛrS̄−ηi(xn−1) = ri. Truncating this
algorithm at a proper point we can get a pair of polynomials λi and ηi such
that λiΛrS̄ − ηi(xn − 1) has degree as small as desired (in particular, smaller
than n− d−s

2 ). Little modifications to the Euclidean algorithm to simplify its
computations will lead in a natural way to the Berlekamp-Massey algorithm.

4 Conclusions and Future Work

As we commented in the introduction, our next steps are the presentation
in Kalamata and the publication of the Reed-Solomon article. Also we are
developing the codification of the algorithms of this last document, program-
ming in sage. We will try to introduce this example before sending the article
to a journal.

Acknowledgement. Thanks to URV to give me the Mart́ı Franquès grant.
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1 Introduction

Electronic commerce offers great advantages to both customers and ven-
dors. Customers have a clear advantage: convenience. Vendors, on the other
hand, can improve their inner processes thanks to the information they gather
from their transactions. Also, they can form a clear idea of what their clients
buy and, consequently, what they might want to buy in the future, by building
profiles of their customers.

Of course, e-commerce, and particularly e-commerce through handheld
devices (mostly because of poorer passwords), introduces some threats, that
are mainly related to the security of the communications, but also to the
privacy of the customers because of profiling, segmentation, purchase lists kept
by credit card issuers, etc. In some cases, these profiles are not kept by the
participating parties only, but are shared with or sold to other organizations,
such as data brokers, which collect information about individual customers
from several sources. These sources include vendors, cookies, usage statistics
from the users’ devices, etc. Using all these data, data brokers offer security
and authentication services, by means of identity managers and the like.

Our general objective is to provide secure e-commerce protocols that pro-
vide the advantages of e-commerce that we mentioned above, but that preserve
the privacy of the customer at least up to an agreed level between the cus-
tomer and the vendor. Also, by building and keeping the users’ profiles, even
if they are kept private, we can devise protocols that increase the security of
the communications, namely in the areas of authentication and authorization,
without the aid of third parties like data brokers.

2 Related Work

Privacy Enhancing Technologies are a set of ICT measures and techniques
that, when integrated into online services or applications, prevent the unnec-

? PhD advisor: Josep Domingo Ferrer
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essary or unwanted processing of personal data. PETs are typically classified
as cryptographic techniques and non-cryptographic techniques.

Cryptographic techniques are not only limited to data encryption, but also
include primitives such as blind signatures [5] and zero-knowledge proofs [8],
which and have been widely used in the field. Protocols such as electronic cash
(including Bitcoin), anonymous digital credentials and anonymous identifica-
tion typically make use of such primitives. Other relevant techniques include
secret sharing schemes [1,11], threshold cryptography, secure multiparty com-
putation [13] and identity-based cryptography [12,4].

Non-cryptographic techniques include data minimization, splitting, aggre-
gation and database protection techniques, such as those coming from Statis-
tical Disclosure Control [10].

Finally, implicit authentication is defined as the ability to authenticate a
user based on the her profile, which is built from the typical behaviour when
using her device. This type of authentication is particularly well-suited for mo-
bile devices, where limited input space makes users choose weaker passwords.
Also, mobile devices typically have many sensors, including several network
interfaces, which are a good source from which to build the user’s profile.

3 Obtained Results

This section is divided in two parts: the first part deals with results ob-
tained for specific e-Commerce services, for which mechanisms are provided
to help in protecting potentially confidential data. The second part deals with
results obtained for the management of private user profiles.

3.1 e-Commerce

We proposed in [6] a mechanism for group discounts that allows groups
of people to prove the size of their group while remaining anonymous to the
verifier [6]. The protocol is based on an Identity-based Dynamic-threshold
signature scheme presented in [9], a novel key management strategy and short-
range communication technologies to communicate among group members.
The protocol is implemented as an Android application, and results indicate
that it is usable in practice.

In [3], we presented a mechanism to allow the implementation of loyalty
programs that support the issuance and submission of loyalty points in an
anonymous and unlinkable way. Also, customers obtain verifiable proofs of
purchases from which they can build their own (generalized) profiles which
can then be submitted to vendors. Customers and vendors can agree upon the
level of generalization of the profiles, awarding more loyalty points to those
customers that provide more accurate profiles.
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3.2 Managment of user profiles

Stored user profiles, obtained from purchase histories, browser histories,
mobile devices’ sensor data, etc. can be used for a wide number of applications.
For example, by comparing user profiles, we can identify users with similar
tastes in social networks.

We presented a mechanism to compute the similarity (or distance) between
user profiles in [2]. It is based on a class of secure multiparty computation
protocols called private set intersection. In PSI protocols, the users’ inputs
are sets, and both parties obtain the intersection of the sets without leaking
any other information from the original sets (e.g. their contents, their size,
etc.). A slightly different version of this primitive, PSI-CA, outputs the size
of the intersection instead of the intersection itself. In this work, we encode
the user profiles as sets of features, which can be categorical (independent
or correlated) or numeric and use the homomorphic properties of the Paillier
cryptosystem to instantiate a PSI-CA protocol. By obtaining the cardinality
of their intersection, we can compute the similarity between the two user
profiles while keeping the profiles private.

In [7] we use a variation of the protocol in [2] to present an implicit au-
thentication protocol that preserves the privacy of the users.
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1 Introduction

Access control management has been the focal area of research by the re-
search community. In the field of information security, access control manage-
ment is a method to manage the access to the resources based on the identity
of the users [3]. In the environment that are distributed and has a large num-
ber of users (e.g. social networks and Cloud), access control management for
such users’ is a challenging job.

In view of above, the researchers have proposed many solutions [7,2] to
address such issues. Though, the proposed solutions may not be feasible due
to the following reasons: i) a lot of manual management of access rights by the
users or by the administrator of the system, ii) performance of these methods
decreases proportionally as the number of users increase, iii) rigidity of access
control mechanism implemented by the proposed systems, and iv) the users
lack of technical knowledge of these mechanisms.

In view of above mentioned shortcomings, we propose solutions that are
capable of management, delegation and enforcement of the access rights of
the users in a distributed or large-scale environments (e.g. social networks and
Clouds). The research contributions are are based on the following notions:

• Privacy-driven access control in social network by means of automatic
semantic annotation.
• Ontology based delegation of access control and its enforcement in the

Cloud.

The rest of the paper is organized as follows. In section 2, we present access
control mechanism for social network (SN). In section 3, the ontology-based
delegation mechanism and its enforcement is presented.
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2 Access Control Mechanism for Social Network

Online Social networks such as Twitter, Facebook, Google+, Myspace etc,
are platforms where people interact with each other by publishing messages.
Very frequently, the published content may contain sensitive data such as
date of birth, political views, religious views, medical-related information or
others. Publicly shared content containing that sensitive information can be
easily revealed by means of messages, profile data or social apps (like games).
Therefore, in order to protect such sensitive information is a challenging task.

The scientific community has proposed some access control solutions for
social networks (Masoumzadeh et al [1] & Carminati et al. [2]) that take into
consideration the type of resources to be protected (e.g., photos, videos, wall
messages, etc.) before allowing/rejecting an access request. These methods
rely on ad-hoc structures (i.e., application ontologies) to provide a preliminary
modeling of resources. In order to manage the access control, the users or the
SN administrators need to define access control rules for each resource type.
The proposed solutions bear some limitations. On one hand, the classification
of resources is coarse grained, fixed and rigid. Similarly, access control policies
are applied as a whole on the object or resource, regardless of their actual
contents or sensitiveness. As a result, the access to the resource is binary, that
is, complete access or complete restriction. For example, if a user declares
WallMessages as private for a special group of friends, all published messages
will be hidden from that category of friends, regardless the messages contain
any sensitive information or not. Furthermore, it is usually difficult for the
users to configure the access control policies, since they may not be familiar
with such notations and privacy issues.

In order to address the limitations introduced above, in this paper, we
present a new scheme to enforce access control over resources published in
social networks. We next summarize the main contributions of our work:

• We propose a transparent, dynamic and privacy-driven access control
mechanism. Privacy is ensured by automatically protecting the content
of messages to be published according to the privacy requirements of the
publishers. The privacy requirements are defined by stating the type of in-
formation and the level of detail that is allowed to be accessed by each type
of publisher’s contact within the SN. Contrary to access control policies
defined over specific resources, such requirements are only defined once in
a generic way and can be intuitively stated. Moreover, the user does not
need to have a priori privacy notions.
• Contrary to related works, privacy assessment is performed by semanti-

cally analyzing the contents to be published in an automatic way. More-
over, instead of evaluating the privacy for a resource (e.g. a publication)
as a whole, our approach examines the privacy risk of each part of the
resource individually (i.e. each textual term in a message).
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• The semantics that drive the privacy assessment are gathered by means
of an automatic semantic annotation process, which relies on available
knowledge bases (i.e. DBPedia ) and several linguistic tools.
• In contrast to the binary access control policies proposed by other re-

searchers (which just completely allow or deny the access to a resource),
our access control enforcement provides each type of reader with a sani-
tized version of the original publication that is coherent with the privacy
requirements specified by the publisher for that type of reader. The differ-
ent sanitized versions are semantically coherent with regard to the original
publication, and are created automatically according to the semantic an-
notation process and the privacy risk assessment.

3 Ontology-based Delegation Mechanism and its Enforcement
in the Cloud

Cloud computing has attracted many business organizations and end users
(or tenants) due to its minimal management efforts, maintenance cost and
ubiquitous access of outsourced resources, which can be hardware or software
[7]. In a multi-tenant environment (i.e. a single resource shared with multi-
ple users), access control management on shared services is a serious concern
for Cloud service providers (CSPs) [5]. To handle this situation, one of the
solutions implemented by the CSPs is delegation of access control. With del-
egation, a CSP (in this case called delegator) can transfer its administrative
privileges on a particular service to other tenants that are called delegatees.

Due to heterogeneity of the Cloud federation [6] (a cloud environment
where CSPs share cloud resources to other service providers) and the lack of
trust, the delegation of access rights can be a serious concern for end-to-end
authorization and verification of the delegators [4]. We next summarize the
main contributions of our work:

• We propose an ontology that models the entities involved in the delegation
process in Cloud scenarios, which includes subjects (i.e., delegators or del-
egatees), objects (resources or services), policies (document that translate
delegated privileges) and their interrelations. This ontology facilitates to
keep a track of who is delegating, what privileges on a resource are being
delegated and also provides an intuitive solution to verify the attributes
of the actors involved in the delegation.
• We present a distributed delegation model for the Cloud by classifying

its main actors (e.g. cloud providers, CSPs, organizations and users) into
different delegation levels, wherein the access rights on the resources can
be delegated in a distributed way. In contrast to related solutions, the
delegation of access rights are managed in a distributed way and the au-
thenticity of the delegation policy is verified with the trusted policy that
is written and signed by the CSP (which is the owner of the resource).
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• In contrast to the methods that verify delegator’s authority through roles
(as done by other solutions), our system automatically verifies the au-
thority through the attributes of the Cloud entities and the policy of the
delegator by following the interrelations of the entities (represented as in-
stances of the ontology), within in the Cloud levels, which leads to the
trusted policy.
• Contrary to related work, our system does not require the specification of

rules for delegation enforcement, but it automatically enforces delegation,
verifies the delegated authority and also revokes the delegated privileges
by using simple algorithms. In addition, we do not require any additional
rules to implement delegated policies, instead, it automatically implements
a delegated policy by applying a policy combining algorithm that combines
the normal access policy and the delegated policy. Moreover, this algorithm
resolves possible policy conflicts within the Cloud entities occurred at any
level of the Cloud.
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Abstract. In the context of cloud computing, the issue of securing outsourced data
against semi-trusted cloud service providers has seen a growing interest in recent
years. The CLARUS project seeks to develop a framework that provides cloud users
with adequate security measures in this setting. We present the cryptographic tech-
niques applied on the CLARUS framework.

1 Introduction

Over the past few years, cloud computing has seen tremendous growth.
Data outsourcing allows data owners to remotely access massively scalable
data storage, usually reducing costs and improving availability and perfor-
mance.

While migrating to the cloud can indeed bring great benefits to data owners
and users, it also introduces several security and privacy concerns apart from
the traditional ones.

Consider for instance a scenario concerning e-health. Outsourcing medical
data offers many advantages, such as cheap storage of large data files and
distributed access to this data through the Internet. Nevertheless, the sensi-
tive nature of medical data makes data outsourcing a high-risk option if no
proper security guarantees are taken. Another scenario is the publication of
geo-referenced data on the Internet. Many institutions and organizations are in
charge of big amounts of geo-referenced data that may be judged sensitive, for
instance because of its high business potential or its private nature. Applica-
tion cases include environmental data, mission-critical data, personal location
data and consumer related statistics. There is high interest in outsourcing this
large volume of data while preserving its functionality, but security concerns
are indeed an obstacle in this task.

The main perceived threat in data outsourcing is that the security mecha-
nisms offered by cloud service providers are usually located within the cloud
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platform, and the cloud service provider has full access over the possibly sen-
sitive data. This compels users to completely trust in cloud service providers,
agree with their privacy policies and rely on the security measures they may
apply.

In this sense, it would be desirable to provide the user with security mea-
sures against non-trusted or semi-trusted cloud service providers. This would
benefit both end users and cloud service providers, as enhancing trust in cloud
storage would clearly foster the migration to cloud architectures.

2 CLARUS

CLARUS: User-Centered Privacy and Security in the Cloud is a project
aiming to develop a framework to assure secure storage and processing of data
outsourced to the cloud in the face of semi-trusted cloud service provider.

The solution will be implemented in the form of a dedicated proxy between
the user and the cloud. This proxy is assumed to be deployed in a domain
trusted by the user. It will be completely transparent to the user, and provide
all necessary privacy and security techniques to allow the user to securely
store, process and audit outsourced data.

2.1 Cryptographic techniques

Regarding cryptographic techniques, in some cases privacy risks may force
data owners to encrypt part of their outsourced data.

Nevertheless, providing user-centered encryption techniques in the cloud
computing setting is not a trivial task. The main reason is that, to the end
of taking advantage of cloud architectures, functionalities such as searching,
ordering or computing statistics are normally delegated to the cloud.

Therefore, end-to-end encryption techniques should still allow the desired
functionalities to be carried out on encrypted data, all with the appropriate
security guarantees and without weakening the performance and cost-saving
benefits of cloud architectures.

There exist a variety of cryptographic techniques fitting the CLARUS set-
ting ([1], [2], [3], [4], [5], [6], [7]), depending on the functionality to be pre-
served. For example, Searchable Encryption schemes give the user the ability
to delegate search capabilities on encrypted data. Another cryptographic tool
is Attribute-Based Encryption, which provides access control on data decryp-
tion. Finally, Homomorphic Encryption permits computations to be carried
out on the ciphertext, thus allowing the user to take advantage of the cloud
computational power without revealing the computed data to the cloud service
provider.

In this talk we survey the specific cryptographic techniques applied in the
CLARUS framework.
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1 Abstract

We analyze the application of the notion of co-utility, a new concept
describing self-enforcing and mutually beneficial interactions among self-
interested agents, to the crowd-based business model. Based on the definition
of co-utility amenable games, we show that the crowd sourcing e-market is
naturally co-utile without additional incentives. Furthermore, we analyze the
equity crowdfunding industry and propose solutions that can neutralize the
fear and mistrust effects underlying its market in order to make it strictly
co-utile.

The core idea behind this novel concept of Co-Utility and analysis is to
design interaction protocols among agents that consulate their selfish and ra-
tional choices with societal welfare. With the current global trend of organized
mutual interdependency, co-utility is especially timely. Hence, in this paper,
we aim at applying this concept to two well-known crowd based business
models: crowdfunding and crowdsoursing. This is the first analysis of these
business models within the framework of co-utility and promise to open new
way of analyzing various interactions between different agents having diverse
interests and complementary goals.

This paper contributes to the literature of crowd-based business models
with its analysis through the novel concept of co-utility, which has a poten-
tial for extension to other co-utility amenable games beyond these business
models. We considered uniform distribution of returns and classical negative
exponential utility functions for the analysis of equity crowdfunding. In addi-
tion, we took a reputation-based incentive mechanism, while there might be
some other possible incentive schemes that can also ensure a safe transaction
by changing the rules of the game. Hence, directions for future modeling would
be: i) to consider other distributions of returns; ii) to consider other forms of
risk-avert investors’ utility functions
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with modifications of the underlying assumptions; and iii) to allow for other
possible incentive schemes that can help to design a co-utile protocol for the
market.

Furthermore, our analysis of the crowdfunding market is limited to equity
crowdfunding. Other forms of crowdfunding, like donation-based crowdfund-
ing, are clearly different and require a different analysis that can capture the
motivations of donors and project owners under the general umbrella of co-
utility.

Co-utility based analysis could be extended to other systems in the collab-
orative economy, albeit it requires case-specific incentive schemes capturing
the dynamics of each system. For instance, in the games that incorporate some
element of competition between the players, changing the rules of the game
requires a different analysis.

Additional future directions of our work include extending the application
of co-utility to other potential co-utility amenable games in the collaborative
economy and also tackling other scenarios like international environmental
agreements, self-enforcing antitrust cases, trans-boundary water issues, tax
policies, etc.

Co-Utility

In a recent work, Domingo et al. (2015), defined a co-utility amenable game
as a sequential Bayesian game G for n agents such that the utility of any agent
is independent of the types of the other agents, i.e., ∀i, j with i 6= j and ∀ti, t′i ∈
Ti one has uj(s1, . . . , sn, t1, . . . , ti, . . . , tn) = uj(s1, . . . , sn, t1, . . . , ti, . . . , tn),
where (s1, . . . , sn) is the strategy profile of agents, Ti is the set of types of
agent i, and uj is the utility for agent j.

2 Case Study I: Crowdsourcing

Given a crowdsourcing platform and a vector U of agent utility functions,
there exists a co-utile protocol with respect to U , which is mutually beneficial
for worker and requester irrespective of their individual interest. Co-utility
in this market is viable provided that the goals of requester and worker are
complementary and the qualification type of the worker matches the task.
Based on this specification, we define the respective utility function for each
agent as follows.

1. Worker’s utility function
The utility worker i gets by performing task T through crowdsourcing is
given by:

Ui(T, e) = fi(T )[αiri(e)− ci(T, e)]
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Where, the actions available to the worker are to participate or not to
participate; fi(T ) is a binary function that specifies whether or not task T
matches worker i’s interest and qualifications (ability); fi(T ) = 0 means
worker is not interested or not qualified to perform the task; fi(T ) = 0 if
worker i is qualified and willing to exert effort towards this specific task.
e = Level of effort to perform the task; ri(e) = Expected reward to worker i
for effort e; αi is a weight variable reflecting how much the individual values
the reward; ci(T, e) = Task-specific cost of effort to worker i (it can take the
form of time devoted to reading, understanding and performing the task,
expenses incurred to perform the task, etc.). Given the utility function
and the rationality assumption, worker participates in the crowdsourcing
market if ui(T, e) > 0 and ui(T, e) > ui(l), where l stands for leisure;
otherwise he refuses the offer and does not participate.

2. Requester’s utility function
Consider the monetary reward-based crowdsourcing. The goal of the re-
quester is to maximize her expected utility, maxu(π). The available ac-
tions for the requester are to request to the crowd or not to request (and
rely on a traditional employee). The utility function of requester j can be
formulated as:

uj = uj(y, wj ,Crd, µj , T ) = αj(y − wjCrd− µj(T ))

Where, αj is a weight variable reflecting how much the requester values the
overall gain from the output; µ(T ) is the minimum threshold she expects
to gain from the task accomplishment; y stands for the total output by
the crowd workers; Crd stands for the crowd labor supply; wj is the per
task pay offered by requester j.A rational requester who wants a task
T to be performed will post the task to the anonymous crowd only if
uj(y, wj ,Crd, µj , T ) > 0.

3 Case Study II: Equity Crowdfunding

Assume that an entrepreneur has a creative project to be posted on one of
the online platforms for crowdfunding. Let us further consider the following
assumptions:

1. Being the owner of the project, the entrepreneur has much more informa-
tion about her investment project (return, actual output, risk, actions of
the entrepreneur, etc.) than the potential crowd investors.

2. The investor incurs a verification cost α to gather enough information on
the project details to make an investment decision; this verification cost
is assumed to be compensated by the entrepreneur (see Romer 2011).

3. The project financing wholly relies on crowdfunding (as a special case
of Romer’s financial markets imperfections analysis, we here assume the
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entrepreneur’s wealth invested in this project is zero) and has an expected
output of Γ , which might be different from the actual output, y.

4. There is large number of crowd investors and there exists competition
among them.

5. The investors are risk-averse and their investment decision takes in to
account the interest rate, r, which will give them a choice to either invest
in a safe asset or undertake the project investment.

6. Entrepreneurs in online platforms also are risk-averse towards publicizing
creative project ideas/products to the anonymous crowd for fear of being
copied.

Apart from the net return based investment decisions, some other factors
might discourage the participation of each agent in the industry. One of the
main deterring factors is mistrust by funders regarding possible frauds. Fun-
ders want to be sure that their investment goes to the right project and they
want to be guaranteed the promised return. From the entrepreneur’s point of
view, fear of failure, imitation or plagiarism with full content disclosure (loss
of intellectual property) are deterring factors for crowdfunded ventures. This
element of fear on the side of the entrepreneurs affects the extent they could
freely signal quality and preparedness of their project idea to the general pub-
lic. As a result, the entrepreneur faces a trade-off between a need of raising
capital and threat of their idea being copied by other market participants
(Pazowski et al. 2014).

The utility function for crowd investor i, ui, accounting for the mistrust ef-
fect, assuming a negative exponential utility function (fulfilling the properties
of non-satiation and risk aversion) is defined as:

ui(R,Γ ) =

{
−e−βΓR for Γ 6= 0
0 for Γ = 0

Where, β > 0 is the risk aversion factor, R stands for the return to investor,
Γ is the variable for trust taking values in the interval between [0, 1] where
the boundaries are defined as 1 (if the potential crowd investors completely
trust the entrepreneur that the project rewards the expected return) and 0
(if the potential crowd investors do not trust the entrepreneur at all). Hence,
with no trust on a given project (case Γ = 0), a potential investor does not
take part in the crowdfunding of the project, because she obtains no utility
from it.

Likewise, the utility function for entrepreneur, j, accounting for the fear
of disclosure effect is defined as:

ui(C, r, γ, V, F ) =

{
−e−βF (γ−(1+r)C−α−V ) for F 6= 0
0 for F = 0

Where, C is the total invested amount, r stands for the interest rate, γ
is the total output of the project, V is value of the project if sold to second
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party without being run by the project owner, F stands for the fear of content
disclosure (loss of intellectual property or being copied), and it takes values
between [0, 1], where F is 1 if the entrepreneur can broadcast her project
content with no fear of being copied by others and no other project-related
fear (e.g. failure), and 0 if the entrepreneur is in complete fear of broadcasting
her project content (there is no utility for her in broadcasting the project).

The incentive schemes proposed in this paper to neutralize the disclosure
fear and trust effects arising in the market are: a reputation mechanism with
a signaling effect on the general public and more specifically, through the
head of a special interest group issuing a protection note on the members;
and encryption of publicly posted projects with decentralized time stamps
guaranteeing self-enforcing intellectual property protection. Therefore, with
the mechanisms we propose here in this paper; neutralization of the fear of
disclosure and mistrust effects ensures the equity crowdfunding market to be
strictly co-utile to all involved in the market, regardless of their respective
types and thus enhancing the crowd-based startup financing efficiency.

To sum up, given the online platforms facilitating the equity crowdfund-
ing industry, and the artificial incentives we propose, there exists a co-utile
protocol with respect to the respective utility functions of the agents which is
mutually optimal at a predefined optimal debt contract through the convert-
ible notes.
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1 Introduction

Breast cancer attacks women in their 40s. Based on a statistic in the Eu-
ropean Union, breast cancer is the leading cause of cancer death in 2014 [5].
Early detection through screening with computer aided diagnosis (CAD) sys-
tems can help to reduce the fatalities. The causes of breast cancer are still
unknown; however, there are several factors that can indicate the risk of breast
cancer such as age, family profile, genetics and breast density. Mammographies
are considered the most effective tool for early detection of breast cancer. Fig-
ure 1 shows an example for breast screening using a mammography and the
appearance of breast cancer in the mammogram.

Fig. 1: Breast screening through mammography. Reprinted from:
http://www.cancer.gov/types/breast/patient/breast-treatment-pdq
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In a mammography, each breast is compressed using compression plates, and
then X-rays are used to take images of breast tissue. A study in [4] showed
that younger women usually have denser breasts than older women. Dense
breasts have more glandular and fibrous tissues, and they appear white in
the mammogram. Thus, they hide masses, which also usually appear white in
mammograms. On the contrary, fatty tissues appear grey in mammograms.
Breast ultrasound (BUS) images are superior to mammograms in their ability
to detect abnormalities in dense breasts. BUS is considered a complemen-
tary tool to mammograms in breast cancer detection. They cannot replace a
mammogram for breast screening, but they can provide more information to
physicians. Figure 2 shows breast tissues in a BUS image and a mammogram
for the same breast.

Fig. 2: A mammogram and BUS image for the same breast. Reprinted from:
http://www.thedoctorstv.com/articles/1442-procedures-you-need-to-know

CAD systems are typically used to analyse mammograms in screening. They
use several machine learning, computer vision and image processing tech-
niques. A breast cancer CAD system consists of three main stages: segmen-
tation of a region of interest (ROI) from the image, feature extraction from
the ROI, and classification. The literature shows no consensus on the optimal
feature set for breast tissue characterization. A poor description of the breast
tissues leads to a high number of false positives (ROIs interpreted by a CAD
system as abnormal cases when they are actually normal).
In our study, we focus on the feature extraction sub-task of a breast cancer
CAD system, where we analyse breast cancer in both mammograms and BUS
images. Although several feature extraction methods have been proposed for
mammogram and BUS images analysis, improving the classification results
remains a challenge. Texture analysis methods constitute one of the options
for improving the performance of classification algorithms used in breast CAD
systems. To that purpose, we analyse the performance of various texture anal-
ysis methods for breast mass classification aiming at reducing the number of
false positives. Moreover, we propose novel descriptors.
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2 Texture analysis for breast mass classification

2.1 Materials

In our experiments, we use several publicly available mammography databases
such as mini-MIAS, DDSM and INbreast [6]. To analyse BUS images, we use
a BUS database that was collected in UDIAT Diagnostic Centre of Sabadell
(Spain).

2.2 Methods

We analyse the performance of several texture analysis methods for breast
mass classification in mammograms and BUS images. We have selected widely
used texture analysis methods such as local binary pattern (LBP), local direc-
tional number (LDN), histogram of oriented gradients (HOG), Gabor filters
(GF) and Haralick’s features (HAR). In addition, we used several classification
methods such as k-nearest neighbour, linear discriminant analysis, linear sup-
port vector machines (LSVM), non-linear support vector machines (NLSVM),
and random forests (RF). The performance of the CAD systems was measured
in terms of the area under the curve (AUC) of the receiver operating curve
(ROC), the sensitivity and the specificity. Our study is organized as follows.

1- Study of the performance of various texture analysis methods with breast
mass classification in mammograms.

2- Study the effect of breast density on texture analysis for mass classification
in mammograms.

3- Propose a fuzzy logic-based texture analysis method for breast mass de-
tection in BUS images.

3 Results

In [1,2], we performed a twofold analysis. Firstly, we analysed the perfor-
mance of several texture methods individually. As shown, LDN improved the
results of well-known texture analysis methods like LBP, HOG, HAR or GF.
It achieved a sensitivity of 84.0% with the KNN and a specificity of 99.0%
with the LSVM. Secondly, we evaluated two feature combination techniques:
the majority output of the individual classifiers and building new models on
the concatenation of features provided by different texture methods. Among
all combinations, LDN+LBP gave the smallest percentage of false positives.
It achieved a sensitivity of 92.0% with the NLSVM and a specificity of 96.5%
with the RF.

In [3], we proposed the fuzzy local directional pattern (FLDP) for breast
tissue characterization. It describes each pixel in a given ROI by its edge re-
sponses and makes use of fuzzy membership functions. The rationale behind
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the use of fuzzy logic is to compensate the uncertainty of the visual appear-
ance of breast tissues due to noise, breast density and the variation in breast
compressions. FLDP properly discriminates between mass and normal tissues
in both dense and fatty breasts. We showed that the use of FLDP improved
the classification results of breast tissues in BUS images when compared to
some of the state-of-the-art descriptors such as LBP, HOG, LDN, HAR and
GF. It achieved an AUC of 0.87 with the LSVM and 0.914 with the NLSVM.

4 Future work

The future work includes a study for breast tumour changes through several
motion analysis methods. We will explore the use of the anatomical informa-
tion in the breast region (nipple position, pectoral muscle, fatty and dense
regions) to tune the results of motion analysis methods.
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1 Introduction

Given a connected graph G, we define a local metric generator as a set of
vertices such that given two adjacent vertices u, v ∈ V (G) there is at least an
element of this set, say w, for which we have dG(u,w) 6= dG(v, w).

A local metric generator with minimum cardinality is called a local metric
basis for G. The cardinality of the local metric basis is denoted by diml(G)
and it is called the local metric dimension of G.

In this paper we show that the computation of the local metric dimension
of a graph with cut vertices is reduced to the computation of the local metric
dimension of the so-called primary subgraphs. The main results are applied
to specific constructions including bouquets of graphs, block graphs and chain
of graphs. We would point out that this work is an extended abstract of [1].

2 Main results

Let G[H] be a connected graph constructed from a family of pairwise dis-
joint (non-trivial) connected graphs H = {G1, ..., Gk} as follows. Select a
vertex of G1, a vertex of G2, and identify these two vertices. Then continue
in this manner inductively. More precisely, suppose that we have already used
G1, ..., Gi in the construction, where 2 ≤ i ≤ k − 1. Then select a vertex in
the already constructed graph (which may in particular be one of the already
selected vertices) and a vertex of Gi+1; we identify these two vertices. Note
that any graph G[H] constructed in this way has a tree-like structure, the G′is
being its building stones. (see Figure 1).

We will briefly say that G[H] is obtained by point-attaching from G1, ..., Gk
and that G′is are the primary subgraphs of G[H]. We will also say that the
vertices of G[H] obtained by identifying two vertices of different primary sub-
graphs are the attachment vertices of G[H].
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Fig. 1: A graph G[H] obtained by point-attaching from H = {G1, G2, ..., G7}

To begin with the study of the local metric dimension of G[H] we need
some additional terminology. Given an attachment vertex x of G[H] and a
primary subgraph Gj such that x ∈ V (Gj), we define the subgraph Gj(x

+) of
G[H] as follows. We remove from G[H] all the edges connecting x with vertices
in Gj , then Gj(x

+) is the connected component which has x as a vertex.
Let JH ⊆ [k] be the set of subscripts such that j ∈ JH whenever Gj is

a non-bipartite primary subgraph of G[H]. Note that JH = ∅ if and only if
G[H] is bipartite, i.e., JH = ∅ if and only if diml(G[H]) = 1. From now on we
assume that JH 6= ∅.

Now, let Cj be the set composed by attachment vertices of G[H] belonging
to V (Gj) such that x ∈ Cj whenever Gj(x

+) is not bipartite.
For any j ∈ JH we define

αj = max
B∈B(Gj)

{|Cj ∩B|} ,

where B(Gj) is the set of local metric bases of Gj , i.e., αj is the maximum
cardinality of a set {x1, x2, ..., xαj} ⊆ V (Gj) composed by attachment vertices
of G[H] belonging simultaneously to a local metric basis of Gj such that for
every l ∈ {1, ..., αj} the subgraph Gj(x

+
l ) is not bipartite.

Theorem 1. For any non-bipartite graph G[H] obtained by point-attaching
from a family of connected graphs H = {G1, ..., Gk},

diml(G[H]) ≤
∑
j∈JH

(diml(Gj)− αj).
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Theorem 2. Let G[H] be a non-bipartite graph obtained by point-attaching
from a family of connected graphs H = {G1, ..., Gk}. If for each j ∈ [k] it
holds that any minimal local metric generator for Gj is minimum, then

diml(G[H]) =
∑
j∈JH

(diml(Gj)− αj).

For any j ∈ JH we define Γ (Gj) as the family of local metric generators
for Gj , and

ρj = min
S⊆V (Gj)

{|S| : S ∪ Cj ∈ Γ (Gj)} .

Also, any set for which the above minimum is attained will be denoted by Rj .

Theorem 3. For any non-bipartite graph G[H] obtained by point-attaching
from a family of connected graphs H = {G1, ..., Gk},

diml(G[H]) =
∑
j∈JH

ρj .

The remain sections of this article are devoted to derive some consequences
of Theorem 3. We also give several families of graphs where the equality of
Theorem 1 is achieved.

3 Block graphs

A block graph is a graph whose blocks are cliques. Since any block graph
is obtained by point-attaching from G1 = Kt1 , G2 = Kt2 , ..., Gk = Ktk , as a
consequence of Theorem 3 we obtain a formula for the local metric dimension
of any block graph. Our next result shows how the formula is reduced when
every block has order ti ≥ 3.

Corollary 1. Let H = {G1 = Kt1 , G2 = Kt2 , ..., Gk = Ktk} be a finite se-
quence of pairwise disjoint complete graphs of order ti ≥ 3, i = 1, ..., k. Then
for any block graph G[H],

diml(G[H]) =
k∑
j=1

(tj − 1− αj).

In this case αj becomes tj−1 if every vertex of Ktj is a cut vertex of G[H]
and it becomes the number of cut vertices of G[H] belonging to the clique Kti

in otherwise.
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4 Bouquet of graphs

LetH = {G1, G2, ..., Gk} be a finite sequence of pairwise disjoint connected
graphs and let xi ∈ V (Gi). By definition, the bouquet Hx of the graphs in H
with respect to the vertices {xi}ki=1 is obtained by identifying the vertices
x1, x2, ..., xk with a new vertex x. Clearly, the bouquet Hx is a graph ob-
tained by point-attaching from G1, G2, ..., Gk. Therefore, as a consequence of
Theorem 3 we obtain the following result.

Corollary 2. Let H = {G1, G2, ..., Gk} be a finite sequence of pairwise dis-
joint connected graphs and let xi ∈ V (Gi) such that JH 6= ∅. If Hx is the
bouquet obtained from H by identifying the vertices x1, x2, ..., xk with a new
vertex x, then

diml(Hx) =
∑
j∈JH

(diml(Gj)− αj).

Note that in this case αi = 1 if xi belongs to a local metric basis of Gi and
αi = 0 in otherwise.

5 Chain of graphs

LetH = {G1, G2, ..., Gk} be a finite sequence of pairwise disjoint connected
non-trivial graphs and let xi, yi ∈ V (Gi). By definition, the chain C(H) of the

graphs in H with respect to the set of vertices {y1, xk}∪
(
∪k−1
i=2 {xi, yi}

)
is the

connected graph obtained by identifying the vertex yi with the vertex xi+1

for i ∈ [k− 1]. Clearly, the chain C(H) is a graph obtained by point-attaching
from G1, G2, ..., Gk.

The formula for diml(C(H)) is directly obtained from Theorem 3.
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1 Introduction

A generator of a metric space (X, d) is a set S ⊂ X of points in the
space with the property that every point of X is uniquely determined by
the distances from the elements of S. Given a simple and connected graph
G = (V,E), we consider the function dG : V × V → N ∪ {0}, where dG(x, y)
is the length of a shortest path between u and v and N is the set of positive
integers. Then (V, dG) is a metric space. A vertex v ∈ V is said to distinguish
two vertices x and y if dG(v, x) 6= dG(v, y). A set S ⊂ V is said to be a metric
generator for G if any pair of vertices of G is distinguished by some element
of S. A minimum cardinality metric generator is called a metric basis, and its
cardinality the metric dimension of G, denoted by dim(G).

Uniquely determining the localization of an intruder in a network was the
problem that motivated Slater in [7] to use the notion of metric dimension of
a graph, where the metric generators were called locating sets. The concept
of metric dimension of a graph was also introduced by Harary and Melter in
[5], where metric generators were called resolving sets.

The concept of adjacency generator3 was introduced by Jannesari and
Omoomi in [6] as a tool to study the metric dimension of lexicographic prod-
uct graphs. This concept has been studied further by Fernau and Rodŕıguez-
Velázquez in [3,4] where they showed that the (local) metric dimension of the
corona product of a graph of order n and some non-trivial graph H equals n
times the (local) adjacency metric dimension of H. As a consequence of this
strong relation they showed that the problem of computing the adjacency
metric dimension is NP -hard. A set S ⊂ V of vertices in a graph G = (V,E)
is said to be an adjacency generator for G if for every two vertices x, y ∈ V −S
there exists s ∈ S such that s is adjacent to exactly one of x and y. A min-
imum cardinality adjacency generator is called an adjacency basis of G, and

? PhD advisors: I. G. Yero (UCA), J. A. Rodŕıguez-Velázquez (URV)
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its cardinality the adjacency dimension of G, denoted by adim(G). Since any
adjacency basis is a metric generator, dim(G) ≤ adim(G). Besides, for any
connected graph G of diameter at most two, adim(G) = dim(G). As pointed
out in [3,4], any adjacency generator of a graph G = (V,E) is also a met-
ric generator in a suitably chosen metric space. Given the distance function
dG,2 : V × V → N ∪ {0}, where

dG,2(x, y) = min{dG(x, y), 2}.

Note that the metric dimension of (V, dG,2) is equal to adim(G).
We introduced the concept of k-adjacency generator in [1,2]. We say that

a set S ⊆ V (G) is a k-adjacency generator for G if for every two vertices
x, y ∈ V (G), there exist at least k vertices w1, w2, ..., wk ∈ S such that

dG,2(x,wi) 6= dG,2(y, wi), for every i ∈ {1, ..., k},

A minimum k-adjacency generator is called a k-adjacency basis of G and its
cardinality, the k-adjacency dimension of G, is denoted by adimk(G).

The general objective of our work is to study the problem of finding the
k-adjacency dimension of a graph.

2 Some results on the k-adjacency dimension of graphs

In this section we present some results that allow us to compute the
largest integer k′ such that there exists a k′-adjacency basis, as well as, the
k-adjacency dimension of several families of graphs. We also give some tight
bounds on the k-adjacency dimension of a graph.

A graph G is said to be a k-adjacency dimensional graph if k is the largest
integer such that there exists a k-adjacency basis. Given a connected graph G
and two different vertices x, y ∈ V (G), we denote by CG(x, y) the set of vertices
that distinguish the pair x, y with regard to the metric (1), i.e., CG(x, y) =
{z ∈ V (G) : dG,2(z, y) 6= dG,2(z, y)}. We define the following global parameter

C(G) = min
x,y∈V (G)

{|CG(x, y)|}.

Theorem 1. [1] A graph G is k-adjacency dimensional if and only if k =
C(G). Moreover, C(G) can be computed in O(n3) time.

The problem of computing the value k for which a given graph is k-
adjacency dimensional is polynomial as we showed in Theorem 1. It was shown
in [3,4] that the problem of finding the adjacency dimension of a graph is NP -
complete. The NP -completeness of the problem of finding the k-adjacency
dimension of a graph has not studied for k > 1. However, it is interesting to
study this invariant for particular classes of graphs, specially for value of k
greater than one.
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We now present some results that allow us to compute the k-adjacency
dimension of several families of graphs. We also give some tight bounds on
the k-adjacency dimension of a graph.

Theorem 2 (Monotony of the k-adjacency dimension). [1] Let G be a k-
adjacency dimensional graph and let k1, k2 be two integers. If 1 ≤ k1 < k2 ≤ k,
then adimk1(G) < adimk2(G).

Corollary 1. [1] Let G be a k-adjacency dimensional graph of order n.
(i) (i) (i)

1. For any r ∈ {2, ..., k}, adimr(G) ≥ adimr−1(G) + 1.
2. For any r ∈ {1, ..., k}, adimr(G) ≥ adim(G) + (r − 1).
3. For any r ∈ {1, ..., k − 1}, adimr(G) < n.

Theorem 3. [1] Let G be a k-adjacency dimensional graph of order n ≥ 2.
Then adimk(G) = n if and only if Ck(G) = V (G).

Since CG(x, y) = CG(x, y) for all x, y ∈ V (G), we deduce the following
result, which was previously observed for k = 1 by Jannesari and Omoomi in
[6].

Observation 1 [1] For any nontrivial graph G and k ∈ {1, 2, . . . , C(G)},

adimk(G) = adimk(G).

Proposition 1. [1] If G is a graph of order n ≥ 2, then adimk(G) = k if and
only if k ∈ {1, 2} and G ∈ {P2, P3, P 2, P 3}

Theorem 4. [1] For any graph G of order n ≥ 7 and k ∈ {1, . . . , C(G)},
adimk(G) ≥ k + 2.

Observation 2 [1] A graph G of order greater than or equal to four satisfies
adim3(G) = 4 if and only if G ∈ {P4, C5}.

Observation 3 [1] A graph G of order n ≥ 5 satisfies that adim4(G) = 5 if
and only if G ∼= C5.

The joinG+H of two vertex-disjoint graphsG = (V1, E1) andH = (V2, E2)
is the graph with vertex set V (G + H) = V1 ∪ V2 and edge set E(G + H) =
E1 ∪ E2 ∪ {uv : u ∈ V1, v ∈ V2}.

Theorem 5. [1] For any nontrivial graph H, the following assertions are
equivalent:

(i) (i) (i)
1. There exists a k-adjacency basis A of H such that |A − NH(y)| ≥ k, for

all y ∈ V (H).
2. adimk(K1 +H) = adimk(H).
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Corollary 2. [1] For any graph H of diameter D(H) ≥ 6 and k ∈ {1, . . . , C(K1+
H)}, adimk(K1 +H) = adimk(H).

Corollary 3. [1] Let H be a graph of girth g(H) ≥ 5 and minimum degree
δ(H) ≥ 3. Then for any k ∈ {1, . . . , C(K1 +H)}, adimk(K1 +H) = adimk(H).

Theorem 6. [1] Let G and H be two nontrivial graphs. Then the following
assertions are equivalent:

(i)
1. There exists a k-adjacency basis AG of G and a k-adjacency basis AH of
H such that |(AG − NG(x)) ∪ (AH − NH(y))| ≥ k, for all x ∈ V (G) and
y ∈ V (H).

2. adimk(G+H) = adimk(G) + adimk(H).

Acknowledgement. Mart́ı-Franquès Research grants Programme of Universitat Rovira
i Virgili.

References

[1] A. Estrada-Moreno, Y. Ramı́rez-Cruz, J. A. Rodŕıguez-Velázquez, On the adja-
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1 Definitions and general aims of our work

A generator of a metric space is a set S of points in the space with the
property that every point of the space is uniquely determined by its distances
from the elements of S. Given a simple and connected graph G = (V,E),
we consider the function dG : V × V → N, where dG(x, y) is the length of
a shortest path between u and v and N is the set of non-negative integers.
Clearly, (V, dG) is a metric space. A vertex v ∈ V is said to distinguish two
vertices x and y if dG(v, x) 6= dG(v, y). A set S ⊂ V is said to be a metric
generator for G if any pair of different vertices of G is distinguished by some
element of S. A minimum metric generator is called a metric basis, and its
cardinality the metric dimension of G, denoted by dim(G).

The concept of metric dimension of a graph was introduced by Slater in
[10], where metric generators were called locating sets, and, independently, by
Harary and Melter in [4], where metric generators were called resolving sets.

Now, we describe the navigation problem proposed in [6], where navigation
was studied in a graph-structured framework in which a point robot moves
from node to node of a “graph space”. The robot can locate itself by the pres-
ence of distinctively labeled “landmark” nodes in the graph space. On a graph,
there is neither the concept of direction nor that of visibility. Instead, it was
assumed in [6] that a robot navigating on a graph can sense the distances to
a set of landmarks. Evidently, if the robot knows its distances to a sufficiently
large set of landmarks, its position on the graph is uniquely determined. This
suggests the following problem: given a graph G, what is the smallest number
of landmarks needed, and where should they be located, so that the distances
to the landmarks uniquely determine the robot’s position on G? The solution
of this problem requires us to determine the metric dimension and a metric
basis of G. In our work we consider the following extension of this problem.
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Suppose that the topology of the navigation network may change within a
range of possible graphs, say G1, G2, ..., Gk. In this case, the aforementioned
problem becomes that of determining the minimum cardinality of a set S
which is a metric generator for each graph Gi, i ∈ {1, ..., k}. So, if S is a
solution for this problem, then the position of each robot can be uniquely
determined by the distance to the elements of S, regardless of the graph Gi
that models the network at each moment.

Given a family G = {G1, G2, ..., Gk} of (not necessarily edge-disjoint) con-
nected graphs Gi = (V,Ei) on a common vertex set V (the union of whose
edge sets is not necessarily the complete graph), we define in [8] a simultane-
ous metric generator for G as a set S ⊂ V such that S is a metric generator
for every Gi ∈ G. We say that a minimum simultaneous metric generator for
G is a simultaneous metric basis of G, and its cardinality the simultaneous
metric dimension of G, denoted by Sd(G) or explicitly by Sd(G1, G2, ..., Gk).
An example is shown in Figure 1, where {u3, u4} is a simultaneous metric
basis of {G1, G2, G3}.

u1

u2 u3

u4

u1

u2 u3

u4

u1

u2 u3

u4

G1 G2 G3

Fig. 1: The set {u3, u4} is a simultaneous metric basis of {G1, G2, G3}. Thus,
Sd(G1, G2, G3) = 2.

Several variations on the concept of metric dimension have been studied.
In our work, we pay special attention to the strong metric dimension. In
a graph G, a vertex v is said to strongly distinguish two different vertices
x and y if there exists a shortest v − x path containing y or there exists
a shortest v − y path containing x, i.e. dG(v, x) = dG(v, y) + dG(x, y) or
dG(v, y) = dG(v, x) + dG(x, y). A set S ⊂ V is said to be a strong metric
generator for G = (V,E) (also strong resolving set) if any pair of different
vertices of G is strongly distinguished by some element of S. A minimum
strong metric generator is called a strong metric basis, and its cardinality the
strong metric dimension of G, denoted by dims(G) [9]. Note that any strong
metric generator for a graph G is also a metric generator.

We define in [2] a simultaneous strong metric generator for G as a set
S ⊂ V such that S is a strong metric generator for every Gi ∈ G. We say
that a minimum simultaneous strong metric generator for G is a simultaneous
strong metric basis of G, and its cardinality the simultaneous strong metric
dimension of G, denoted by Sds(G) or explicitly by Sds(G1, G2, ..., Gk).
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To illustrate the relation between the simultaneous metric dimension and
the simultaneous strong metric dimension, Figure 2 shows a graph family
G = {G1, G2} where Sd(G) = 4, whereas Sds(G) = 6.

u1

u2

v1 v2 v3 v4

u3

u4

v1

v2

u1 u2 u3 u4

v3

v4
G1 G2

Fig. 2: The family G = {G1, G2} satisfies Sd(G) = 4 and Sds(G) = 6. For
instance, the set {u1, u3, v1, v3} is a simultaneous metric basis of G, whereas
the set {u1, u2, u3, v1, v2, v3} is a simultaneous strong metric basis.

The general aim of our work is to investigate the properties of these types
of simultaneous dimension, and related variants, as well as their relations.

2 A note on the computability of Sd(G) and Sds(G)

It is proven in [6] that the problem of finding the metric dimension of a
graph is NP-hard. Moreover, the NP-hardness of finding the strong metric
dimension of a graph is proven in [7]. These problems are formally stated as
decision problems as follows:

Metric Dimension (DIM) / Strong Metric Dimension (SDIM)
INSTANCE: A graph G = (V,E) and an integer p, 1 ≤ p ≤ |V (G)| − 1.
QUESTION: Is dim(G) ≤ p? / Is dims(G) ≤ p?

In an analogous manner, we define the decision problems associated to
finding the simultaneous (strong) metric dimension of a graph family.

Simultaneous Metric Dimension (SD) / Simultaneous Strong Metric
Dimension (SSD)
INSTANCE: A graph family G = {G1, G2, . . . , Gk} on a common vertex set
V and an integer p, 1 ≤ p ≤ |V | − 1.
QUESTION: Is Sd(G) ≤ p? / Is Sds(G) ≤ p?

It is simple to see that determining whether a vertex set S ⊂ V , |S| ≤ p,
is a simultaneous (strong) metric generator for G can be done in polynomial
time, so SD and SSD are in NP. Moreover, for any graph G = (V,E) and
any integer 1 ≤ p ≤ |V (G)| − 1, the corresponding instance of DIM or SDIM
can be transformed into an instance of SD or SSD, respectively, in polynomial
time by making G = {G}, so SD and SSD are NP-complete.

Beyond this trivial fact, we explore the manner in which the requirement
of simultaneity makes computing the simultaneous (strong) metric dimension
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difficult, even for families composed by graphs whose individual (strong) met-
ric dimension is easily computable. We focus on the case of families composed
by trees, as dim(T ) and dims(T ) can be computed in polynomial time for
any tree T [1,9]. We proved that SD and SSD are NP-complete for families
composed by trees. In the case of SD, we showed in [8] a polynomial time
transformation of the Hitting Set Problem (HSP), which was shown to be
NP-complete by Karp [5], into SD.

Hitting Set Problem (HSP)
INSTANCE: A collection C = {C1, C2, . . . , Ck} of non-empty subsets of a
finite set S and a positive integer p ≤ |S|.
QUESTION: Is there a subset S′ ⊆ S with |S′| ≤ p such that S′ contains at
least one element from each subset in C?

It is known that HSP is NP-complete even if |Ci| ≤ 2 for every Ci ∈ C [3].
We refer to this subcase of HSP as HSP2. To prove the NP-completeness of
SSD, we showed in [2] a polynomial time transformation of HSP2 into SSD.

Acknowledgement. This work is supported by Mart́ı-Franquès Predoctoral Research Grant
2013PMF–PIPF–25, from Universitat Rovira i Virgili.

References

[1] G. Chartrand, L. Eroh, M. A. Johnson, O. R. Oellermann. Resolvability in graphs
and the metric dimension of a graph. Discrete Applied Mathematics 105(1-3):99–
113, 2000.

[2] A. Estrada-Moreno, C. Garćıa-Gómez, Y. Ramı́rez-Cruz, J. A. Rodŕıguez-
Velázquez. The simultaneous strong metric dimension of graph families. Sub-
mitted, arXiv:1504.04820 [math.CO].

[3] M. R. Garey, D. S. Johnson. Computers and Intractability: A Guide to the Theory
of NP-Completeness. W. H. Freeman & Co., New York, 1979.

[4] F. Harary, R. A. Melter. On the metric dimension of a graph. Ars Combinatoria
2:191–195, 1976.

[5] R. Karp. Reducibility among combinatorial problems. in Complexity of Computer
Computations, Plenum Press, New York, 1972.

[6] S. Khuller, B. Raghavachari, A. Rosenfeld. Landmarks in graphs. Discrete Applied
Mathematics 70(3):217–229, 1996.

[7] O. R. Oellermann, J. Peters-Fransen. The strong metric dimension of graphs and
digraphs. Discrete Applied Mathematics 155(3):356–364, 2007.



Computability of Sd(G) and Sds(G) 55

[8] Y. Ramı́rez-Cruz, O. R. Oellermann, J. A. Rodŕıguez-Velázquez. The simultane-
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1 Introduction

According to the World Health Organization, road traffic injuries caused
an estimated 1.24 million deaths worldwide in the year 2010, slightly down
from 1.26 million in 2000. That means one person is killed every 25 seconds.
On the other hand, scientists of all fields help human to make a safe, happy
and healthy life. Nowadays, computer science facilitates our life and affects
it evidently. For instance, advanced driver assistance systems help drivers to
have a safe and comfortable driving. There are many challenges such as lane
departure warning system, recognition of horizontal signs on the road, traffic
sign recognition, wrong way driving warning and lane change assistance in
which an advanced driver assistance systems could help.

Traffic sign detection and recognition system is one of the indispensable
parts of intelligent cars and it is composed of detection and recognition parts.
The input of the detection part is the image of a scene and its output is the
areas of the image where they contain a traffic sign. Then, the recognition
module analyses these areas and recognizes the traffic signs.

One of the important characteristics of traffic signs is their simple design
which helps the driver to detect and recognize them easily. Specifically, they
have simple geometrical shape such as circle, triangle, polygon or rectangle
and they are marked using basic colors such as red, green, blue, black, white
and yellow that makes them distinguishable from most of objects in the scene.
Finally, the meaning of a traffic sign is acquired using the pictograph in the
center. Even though the design is clear and discriminative for a human, but
there are challenging problems for detecting and recognizing traffic signs in
real world applications such as shadow, camera distance, weather condition,
perspective and age of the sign. Moreover, there could be some false-positive
outputs from the detection stage that do not have to be fetched into the
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recognition module. In other words, the recognition module must deal with
the novel inputs that have not been observed during the training stage.

In general, most of the state of art works in traffic sign recognition have
only tried to improve the classification accuracy on the limited number of
traffic sign classes. Furthermore, none of the methods in the literature have
tried to recognize traffic signs in a coarse to fine fashion. In general, there are
some issues that should be considered in practical applications.

One of the issues is that most of the state of art methods are not scalable.
In addition, the recognition module should be trained again if we add a new
traffic sign to our dataset. On the other hand, by increasing the number of
classes, it is likely some classes overlap in the feature space. Last not the
least, all of theses methods do not take into account the novel inputs that the
recognition stage may receive from the detection stage. In other words, all the
methods will classify the false-positive results to one of the traffic sign classes.

In this work, we propose a coarse to fine method for recognizing a large
number of traffic signs with ability to identify the novel inputs. In addition,
adding a new class to the system requires to update a few models instead of the
whole system. It should be noted that our goal is not to notably improve the
numerical results of the state-of-art methods since the current performance is
roughly ∼ 99% but to propose a more scalable and applicable method with
better performance which is also able to detect the novel inputs and provide
some high level information about the any inputs.

To this end, we first perform a coarse classification on the input image using
visual attributes and classify it into one of the abstract traffic sign categories.
An abstract category contains some traffic signs with similar attributes. Then,
a fine-grained classification is done on the signs of the detected category.
However, because the attributes of a sign are detected using a one-versus-all
classifier, it is possible that some attributes of the object are not detected and
some irrelevant attributes are detected for the same sign. To deal with this
problem, we take into account the correlation between the attributes as well
as the uncertainty in the observations and build a Bayesian network. Next, we
enter our observation to the Bayesian network and select the most probable
explanation of the attributes. Finally, the refined attributes are used to find
the category of the traffic sign or ascertain if it is a novel input.

2 Proposed Method

Traffic sign recognition is a multi-class classification problem with hundreds of
classes. On the other hand, we are not able to collect real-world images for each
class equally. Because there are some signs that we see them frequently such
as “curve” signs compared with the “be aware of snow” sign. So, the collected
dataset will be highly unbalanced. As a result, the accuracy of the classes
with fewer images might decrease. To deal with this problem, the recognition
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Fig. 1: Overview of the proposed method (best viewed in color).

model should be updated time to time. On the other hand, if we train only one
model for all the traffic sign classes, retraining the recognition model will be
time consuming. However, if we divide all the signs into some categories based
on their attributes, then we might need to retrain the recognition models of
the related category instead of retraining all the recognition models when we
add a new traffic sign into our dataset.

From another perspective, temporal information plays an important role
in human inference system. For example, if we observe the “no passing” sign
at time t1 we expect to see the “end of no passing zone”, at time t2. Assume
the sign “end of no passing zone” is impaired because of its age and it is hard
to see its pictograph and the stripped crossing. In this case, if we follow the
classification approaches that we mentioned in the previous section, the “end
of no passing zone” sign can be incorrectly classified. However, if we provide
some more abstract information such as “the input image has a circular shape
with black-white color,” the traffic sign recognition system can infer that
the image is related to the previously observed “no passing” sign. Hence, it
probably indicates the “end of no passing zone” traffic sign.

In this work, we propose a coarse to fine classification approach using the
semantic attributes of the object. Fig.1 shows the overview of the proposed
method. In the first stage, the image is divided into several regions and each
region is coded using a feature extraction method. Then, the feature vector is
obtained by concatenating the locally pooled coded vectors. Next, the feature
vector is individually applied on the attribute classifiers and the classification
score of each attribute is computed. Finally, the certain state (i.e. absence or
presence) of each attribute is estimated by plugging the scores into a Bayesian
network (shown in Fig. 2) and calculating the most probable explanation of
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the attributes. In the next step, the category of the image is found using
the attribute configuration. Having the sign category found, the fine-grained
classifier of this category is used to do the final classification.

Fig. 2: The proposed Bayesian network for refining attributes.
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1 Introduction

The thesis aims to develop a system to automatically create rehabilitation
therapies for patients with disabilities (mental and physical), in the form of
psycho-motor activities/games, dance or workout routines that incorporate
the use of humanoid robots within the therapeutic loop by cloning human
behavior learned by imitation. The objective of this research project is to
implement a system that will be able to generate therapeutic routines from
imitation of human actors and, also, objectively measure both the interaction
between robot and the patients, as well as the effectiveness of these techniques
on the patients.

1.1 Patients

The author is working on his PhD at URV with Ave Maria Foundation2.
Ave Maria Foundation is the residential and clinical facility of the patients.
These patients are individuals with profound and multiple learning disabilities
(PMLD). Individuals with PMLD have more than one disability. One very
important symptom is that they have profound learning disability. Generally
they also have an associated medical condition which could be neurological,
and physical or sensory impairments [1]. Due to all these conditions they
require a constant general support.

1.2 Robot

The robot that will be used for this research is NAO NextGen (Model H25,
Version 4). NAO is a 58 cm tall humanoid robot developed by Aldebaran3.

The reasons to choose NAO for this research are as follows:

? PhD advisor: Prof. Domenec Puig
2 Ave Maria Fundacio, http://www.avemariafundacio.org/inici.html
3 Aldebaran, https://www.aldebaran.com/en
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Fig. 1: NAO robot

1. Its small humanoid form and extreme interactivity makes it really endear-
ing and lovable to the type of individuals in our study.

2. NAO can move, recognize objects and people, can hear and can even talk
to individuals. These features makes it suitable for all the categories of
clinical applications of interactive robots.

3. The size of NAO is as of human toddler, which is found to be most suitable
for clinical applications of interactive robots [2].

4. NAO is easily and commercially available.

1.3 Why Robots

There is no medical cure available for individuals with such disabilities
[3]. However, higher engagement rate has been reported by the use of hu-
manoid robots among students with profound and multiple learning disabil-
ities (PMLD) [6]. Many other researches also claim positive effects of using
robots or robot like toys to increase interaction among individuals with intel-
lectual disabilities [4,5].

This research is a small step towards the long-term goal of making a fully
autonomous robotic system to encourage autonomy in life of individuals with
PMLD.

2 Initial Ideas

The thesis is in the starting phase but some initial ideas are as follows:

1. Design of many interesting set of routines using a humanoid robot to
unlock basic social and learning skills of people with disabilities in a com-
fortable and confident manner.

2. Use of different kind of sensors (e. g. RGB-D cameras, Stereo-vision cam-
eras etc.) with humanoid robot NAO for a more human like interaction
with disabled people.
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3 Progress

Keeping above ideas in mind a small but significant step was taken to
advance in this direction. Different types of activities were designed to ob-
serve the response of individuals with PMLD in different categories. Elder
people with PMLD were included in the trails to analyze the effect of their
interactions with the robot. The results were very exciting. An average im-
provement for the participants in all categories was observed as 47.79% which
indicates that robot interaction is effective to good extent. The result of this
work surely suggests that robot interactions can be very helpful to improve
the conditions of individuals with PMLD even at an elder age. Used in proper
settings, robotic interactions can help to induce a target behavior, to teach
and to encourage these individuals which can bring an autonomy to certain
extent in their life.

Acknowledgement. This research work is supported by Industrial Doctorate program (Ref.
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1 Introduction

Automatic recommender systems have become a cornerstone of e-commerce,
especially after the great welcome of Web 2.0 based on participation and in-
teraction of Internet users. Moreover, the new way to use and understand the
network based on the Web 3.0, which enforces the user&computer interaction,
leads recommender systems to another level, integrating them into everyday
life in a transparent and efficient manner. Collaborative Filtering (CF) [7] is a
recommender system that comprises a large family of recommendation meth-
ods. The aim of CF is to make suggestions on a set of items I (e.g. books,
films or routes) based on the preferences of a set of users U that have already
acquired and/or rated some of those items. Recommendations provided by CF
methods are based on the premise that similar users are interested in similar
items (i.e they share similar patterns). Therefore, items which pleased user
ua could be recommended to user ub, if ua and ub are similar. In order to
predict whether an item would interest a given user, CF methods rely on a
matrix M of n users (rows) and m items (columns), where each matrix cell
Mi,j stores the rate of user i on item j. The interested reader could refer to
[9] for detailed CF’s state-of-the-art.

2 Recommender Systems and Context-Aware Services

Population is moving into cities and this urbanisation process poses severe
challenges to cities. In big cities, factors related to economies of scale help
to reduce operational costs. However, managing big cities is challenging due
to the large number of inhabitants and their needs. Thus, the management
procedures of cities have to be adapted to a growing and very demanding pop-
ulation. As a result of these needs, the concept of smart city was born. The
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cities of the future will be equipped with full of sensors and actuators (e.g.
temperature and humidity sensors, pollution and allergens sensors, luminosity
sensors or crowds detectors) that would improve the citizens’ quality of life.
One of the most challenging aspects within this framework is to achieve sus-
tainable healthcare service provisioning, not only in the case of hospitalized
patients, but also to monitor chronic diseases, improve social welfare and in
general to improve the overall citizenship health levels. In this context, wire-
less communication systems play a key role, as enablers of real time and loca-
tion independent connectivity, increasing system functionality and decreasing
operational costs. As a result, the healthcare sector has turned into the afore-
mentioned context to create a powerful symbiosis and create Smart Health [2],
which is defined as the provision of health services by using the context-aware
network and sensing infrastructure of smart cities.

2.1 Communication Networks and Collaborative Filtering

One of the issues to consider in the design of communication networks in
the context of a Smart Health cenario is their performance in terms of cover-
age/capacity ratios, with particular consideration of the impact of interference
due to simultaneous use of multiple users and systems. It is in this case where
careful radiofrequency signal analysis, in terms of useful signal transmission
and existence of potential interference levels must be estimated, as a func-
tion of user density, transceiver type and location (Figure 1). Wireless signal
analysis in large complex scenarios is computationally costly and requires the
use of optimized deterministic techniques, such as 3D Ray Launching (RL)
and Ray Tracing approximations, coupled to Geometric Optics and Uniform
Theory of Diffraction. In the case of very large scenarios, such as cities, this
approach can still be computationally too demanding and combination with
other estimation approaches is compulsory [8]. In order to minimize the com-
putational cost for certain scenarios within the potential applications of Smart
Health, we propose the combination of in-house developed 3D Ray Launching
code with Collaborative Filtering techniques as showed in [3] and [4].

2.2 Healthcare and Collaborative Filtering

In our society, citizens perform physical activities in the city, namely cy-
cling, jogging, running, etc. With the aim to promote these healthy habits, it
would be desirable to count with a system that could dynamically adapt to
the needs and tastes of the citizens. Within this context, we propose a new
way of using the sensing capabilities of smart cities by means of recommender
systems that allow citizens to obtain recommendations about the routes that
better fit their capabilities.
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Fig. 1: Example of a scenario with received signal power estimations.
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Fig. 2: Overview and basic operation of a Smart Health recommender system.

The system would consider real-time constraints and information from
several sources: (i) citizens’ preferences, (ii) citizens’ health conditions and,
(iii) real-time information provided by the smart city infrastructure.

The architecture of our system and its main actors are shown in Figure 2.
Sensors provide real-time environmental information (e.g. luminosity, temper-
ature, humidity, pollution) to the Smart City Recommender System (SCRS)
through the communication infrastructure of the smart city. Upon the recep-
tion of citizen queries the SCRS checks the health information of citizens and
their preferences and cross them with the real-time information of the smart
city sensors to finally compute real-time recommendations that are forwarded
back to the citizens.
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3 Privacy and Collaborative Filtering

The collection of private behavioural information in a wide variety of con-
texts (e.g. places to go, things to do, or products to buy), which conforms
the basis of CF systems, provides great opportunities and benefits to both
companies and users. However, the lack of privacy for the contributing users
is a major drawback. Careless management of personal information, besides
being agains the legislation of most countries, could lead to serious conse-
quences for both users, whose information is stored, as well as companies. In
order to address such privacy issues, current research focuses on Privacy Pre-
serving Collaborative Filtering (PPCF) methods [6]. Users’ privacy concerns
affect their behaviour, resulting in a reduction of both the number of given
assessments as well as their quality. The lack of privacy could also result in
a massive information retrieval conducted by companies, which could acquire
data of the preferences of many users in a given market, getting a big ad-
vantage over other competitors. Moreover, the existence of large monopolies
on the Internet (Google, Amazon) allows for the sharing of data between dif-
ferent entities managed by large companies, without user’s awareness. Whilst
privacy preserving CF methods obfuscate and/or hide information on user
profiles, sometimes users wish to find other users having similar profiles and
form a community. Indeed, communities are very usual in the network, but
they can be a double-edged sword. On the one hand, users can conveniently
obtain reliable recommendations on items from communities in a particular
context. On the other hand, communities can generate a value homophily
problem in the network, so that recommendations outside the context of the
community would give results with little sense, precisely because of the ho-
mogeneity of the group. For more on PPCF, we point the interested reader
to [1], where a PPCF survey is presented and to [5], where a classification
of PPCF methods is given according to how information is stored and how
recommendations are computed.

4 Conclusions and Future Work

Collaborative Filtering is a recommender system used to perform auto-
matic recommendations to users in multiple contexts. Despite the great advan-
tages of using CF, we have highlighted its downside regarding users’ privacy,
which is probably the most significant challenge to overcome.

In addition, we have proposed the idea of using recommender systems
integrated with the sensing infrastructure of smart cities to improve the sus-
tainability by optimizing the resource usage in the communication networks
field. Moreover, we have focused on the citizen’s quality of life and proposed a
method to provide citizens with real-time routes recommendations that take
into account their health conditions and preferences.
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Future work will focus in the implementation of new ontologies which could
use more context-aware information to improve the citizen’s quality of life
while preserving their privacy.
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1 Introduction

When several subjects decide to solve the assignment problem, differences
on the points’ mapping may occur. These differences appear due to several
factors. For example, one of the subjects gives more importance to some of
the point attributes than the rest. For instance, if the sets of points represent
regions of segmented images, one subject can think the area is more important
than the colour while another subject believes the opposite. If the assignment
problem is solved by an artificial system, the fact of ”believing” the area is
more important than the colour is gauged by some weights. Another factor
could be that the assignment problem is computed in a suboptimal algorithm,
and different non-exact assignments can appear between two or more parties.
In these scenarios, our system can intervene as a mediator that decides the
final assignment as a consensus of all initial assignments. This is very impor-
tant since it is very likely some discrepancies will appear, especially as the
number of involved subjects increase.

1.1 Example

To better understand the scenario we intend to solve, let us introduce the
following example: Figure 1 shows two images in which four different sub-
jects identify different sets of points and correspondences. The salient points
extractors and matching algorithms are: 1.a) SIFT extractor [6] and the Hun-
garian method [5]. 1.b) SURF extractor [1] and Hungarian method [5]. 1.c)
Harris corners [3] and matchFeatures (MF) function from Matlab [7]. 1.d)
SIFT extractor [6] and the PF-Registration Method [8],[9].

Each case represents a correspondence which is different to the rest; nev-
ertheless we are able to identify common mappings between the cases. Addi-
tionally, all of the subjects’ proposals contain mistaken mappings. Due to the
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Fig. 1: Four possible salient point correspondences using different combina-
tions of feature extractors and matching methods.

noisy nature of the errors, mistaken mappings tend to be non-repetitive. For
this reason, if a consensus correspondence is defined, the final correspondence
tends to have less mapping errors than the original ones

2 Basic Definitions

Suppose two sets of elements A = (a1, ..., an, an+1, ..., an+m) and A′ =
(a′1, ..., a

′
n, a
′
n+1, ..., a

′
n+m) with order n+m must be matched. The distance

between sets which delivers the minimum cost of all the correspondences is
defined as

ds(A,A′) = min∀f :AxA′(Cost(A,A
′, f)) (1)

We define the cost of this correspondence as the addition of individual element
costs in a similar way as in the Graph Edit Distance [8],

Cost(A,A′, f) = Σn+m
i=1 c(ai, a

′
i) (2)

The correspondence that obtains this distance is known as the optimal corre-
spondence f∗ , and it is defined as

f∗ = argmin∀f :AxA′Cost(A,A
′, f) (3)

Separately, the Hamming distance between two correspondences is the number
of element mappings that do not have the same codomain. Assume fk and
f t are two bijective correspondences between sets A and A′ . We define the
Hamming distance between fk and f t as

dH(fk, f t) = Σn+m
i=1 (1− δ(a′x, a′y)) (4)

being x and y such that fk(ai) = a′x and f t(ai) = a′y. Function δ is the
well-known Kronecker Delta.
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3 Method

We propose a standard minimisation approach that aims to find an optimal
element e∗ that globally minimises a specific function. Usually, this function is
composed of an empirical risk 5(e) plus a regularization term Ω(e) weighted
by a parameter λ [13]. The empirical risk is the function to be minimised
per see, and the regularisation term is a mathematical mechanism to impose
some restrictions. Parameter λ weights how much these restrictions have to
be imposed.

e∗ = argmin∀eλ · 5(e) + (1− λ) ·Ω(e) (5)

To find an approximation of the mean correspondence given a set of corre-
spondences between two sets f∗ the following equation must hold:

f∗ = argmin∀f :AxA′λ · 5(f) + (1− λ) ·Ω(e) (6)

When dealing with multiple inputs, the main function can be implemented as

f∗ = min∀f :AxA′{λ/N ·ΣN
k=1dH(fk, f) + (1− λ) · Cost(A,A′, f)} (7)

where ΣN
k=1dH(fk, f) represents the addition of the Hamming distances from

each initial proposal to the optimal correspondence, and Cost(A,A′, f) is the
cost defined on equation 2. This function can be implemented using matrices,
being 5(f) a correspondence matrix F k (inserting a 1 when two elements are
mapped and 0 otherwise) and Ω(f) a cost matrix Ck filled with the average
cost Cki,j between two elements. To allow the system identify spurious map-

pings (outliers), we have structured F k and Ck as used in the Bipartite Graph
Matching method (BP) [11][14][15], one of the most well known and efficient
linear solvers used for these cases. Therefore, the cost matrix Ck contain a
deletion cost Ckε,j or an insertion cost Cki,ε in the diagonal of the second and
third quadrants respectively. These costs are also used in the first quadrant
when a mapping between two elements is not possible. The final construction
of F k and Ck is shown in figure 2.

4 Experimentation Settings

The experimental validation has been performed using a database com-
prised of 5 sequences called ”BOAT”, ”EASTPARK”, ”EASTSOUTH”, ”RES-
IDENCE” and ”ENSIMAG” [2]. These sequences are composed of 11 pictures
taken from the same object, but from different points of views and scales. We
extracted from each picture the 50 most reliable salient points and their fea-
tures using 5 methodologies: FAST [12], HARRIS [3], MINEIGEN [4], SURF
[1] and SIFT [6]. Then, we matched the first image of the sequence to the 10
remaining images in its sequence using the MF [7] (with a Maximum Ratio=1)
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Fig. 2: Correspondence Matrix F k and Cost Matrix Ck

and the BP method presented in [14] using Cki,ε,C
k
ε,j=0.2 (considering costs

are normalised). Both the Maximum Ratio and Cki,ε,C
k
ε,j were set to obtain

the most possible number of pairings for each matching algorithm, however, if
a duplicated or non-bijective mapping was found, it was discarded. The orig-
inal database provides the homographies that convert the first images of the
five sequences to the rest of images in the sequences. Using this homography,
we generated a ground truth correspondence ci for every pair of images thus
allowing us to validate every correspondence calculated.

Fig. 3: A correspondence between the first two images of the BOAT sequence
with the correct (green) and incorrect (red) mappings generated by the Match-
Features functions contained in Matlab.

We compare this method with two proposals which were presented in [10],
called iterative method and voting method. We are currently testing the three
methods in terms of accuracy, average cost, end point error and runtime.



Consensus Calculation of Multiple Input Correspondences 77

Acknowledgement. This research is supported by the Spanish CICYT project DPI2013-
42458-P, by project TIN2013-47245-C2-2-R and by Consejo Nacional de Ciencia y
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