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Preface

This book of proceedings gathers the contributions presented in the 10th
Doctoral Workshop in Computer Science and Mathematics - DCSM 2025.
It was celebrated in Universitat Rovira i Virgili (URV), Campus Sescelades,
Tarragona, on April 3rd, 2025. The aim of this workshop is to promote the
dissemination of ideas, methods, and results developed by the students of
the PhD program in Computer Science and Mathematics from URV. It has
been jointly organized by the research group ITAKA (Intelligent Technologies
for Advanced Knowledge Acquisition) and the Doctoral Program on Com-
puter Science and Mathematics of Security of URV. The workshop had two
invited talks and sixteen oral presentations. The first invited talk was given
by Dr. Jordina Torrents, who is the head of the AI and ML division at HP
and course instructor at UOC. The talk discusses HP’s AI strategy, focus-
ing on AI-powered personal systems. The second talk was given by Dr. Joan
Borràs, who is a data scientist at Inditex since 2022 and former data scien-
tist at Eurecat. This talk discussed that a PhD is not only about academic
research, it can also be a gateway to impactful work in industry. In this book,
the reader will find the contributions of sixteen PhD students that presented
their works in the Workshop. Each chapter presents their current research
work, the goals and some preliminary results. All contributions present inno-
vative proposals, methods or applications, with the aim of opening new and
strategic research lines. The editors and organizers invite you to contact the
authors for more detailed explanations and encourage you to send them your
suggestions and comments, which will certainly help them in their PhD the-
ses. The members of the organizing committee were Dr. Jordi Pascual, Dr.
Oriol Farràs (Coordinator of the PhD program), Dr. Aı̈da Valls, Dr. Antonio
Moreno, Mr. Gerard Pascual and Mrs. Olga Segú. We would like to thank
the invited speakers for such intersting talks. Second, we thank all the partic-
ipants and, especially, the students that presented their work in this DCSM
workshop. Finally, we also want to thank Universitat Rovira i Virgili (URV),
the Departament d’Enginyeria Informàtica i Matemàtiques (DEIM) and the
Escola Tècnica Superior d’Enginyeria (ETSE) for their support.

Dr. Jordi Pascual and Dr. Oriol Farràs (Editors)
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MemberShield: Federated learning with
membership privacy

Faisal Ahmed ⋆

Department of Computer Engineering and Mathematics, Universitat Rovira i Virgili
Tarragona, Spain
faisal.ahmed@estudiants.urv.cat

1 Introduction

Federated learning (FL) is a distributed machine-learning paradigm where
multiple parties can jointly train deep-learning models without outsourcing
their (private) data [1]. Although FL is supposed to provide privacy-by-design,
recent work has shown that it is still vulnerable to privacy attacks, because
deep neural networks are prone to memorizing (sensitive) information from
training data [2]. In particular, dishonest or honest-but-curious server or
clients can orchestrate privacy attacks to infer sensitive information from the
updates sent by clients during the federated training rounds. The member-
ship inference attack (MIA) is such a privacy attack, where an adversary with
white-box or black-box access to the model tries to identify whether a data
sample is part of the training dataset.
Defenses have been proposed to prevent MIAs based on various principles,
including regularization, adversarial training, knowledge distillation, and dif-
ferential privacy. However, existing defenses have one or more of the following
limitations: (i) they are explicitly designed for centralized training and fail to
maintain their performance in FL settings, (ii) they require additional public
datasets that are not always available in sensitive domains like healthcare, (iii)
they offer privacy protection against a specific category of MIAs, and/or (iv)
they require training multiple models on non-overlapping subsets of training
data, which is not applicable in the FL setting due to the (usually) small size of
client data. On top of that, most defenses offer privacy at the expense of util-
ity, and they add significant training overhead. To the best of our knowledge,
no defense can offer meaningful privacy protection against all forms of MIAs
in FL without compromising model utility and incurring additional training
or inference overheads. In fact, achieving membership privacy while maintain-
ing the model accuracy and without imposing training overhead remains an
open challenge for FL due to contradicting requirements [3].

⋆ PhD advisor: Josep Domingo-Ferrer and Zouhair Haddi

faisal.ahmed@estudiants.urv.cat


2 Faisal Ahmed

To tackle this challenge, in this paper we propose MemberShield, an FL frame-
work that offers membership privacy by generalizing the local model on the
client end. Specifically, our contributions are:

� We propose a defense mechanism to prevent MIAs by generalizing the local
model in two steps: (1) regulating prediction confidence by training the
model with soft-encoded ground truth labels, and (2) mitigating training
sample memorization by implementing early stopping, considering both
global and local model perspectives.

� We report empirical analyses to evaluate the privacy and accuracy that our
defense offers. In addition, we compare our defense with several state-of-
the-art defenses to show its superiority at delivering both practical mem-
bership privacy and high model utility with reduced training time.

2 Threat model

In this work, we consider both the server and the clients as being honest but
curious adversaries who strictly follow the FL protocol but perform MIAs
on local (the server is the global adversary) and global models (clients are
the local adversaries) at each training round. We consider a black-box attack
scenario where the attacker only queries the model and obtains corresponding
prediction vectors or labels.

3 Method

This section presents our solution –called MemberShield– for preventing MIAs
in FL. Previous studies have shown that the overfitting exploited by MIAs
primarily arises from the overconfidence of the model in predicting and mem-
orizing training samples. Whereas overconfidence is a by-product of training
a model with one-hot encoded ground truth labels, memorization happens
due to excessive training. Our defense overcomes these issues by generaliz-
ing the local model in two steps: (1) regulating the prediction confidence by
training the model with soft-encoded ground truth labels, and (2) mitigating
training sample memorization by early stopping considering global and local
model perspectives.
Regulating the prediction confidence. This step encourages the model
to show less confidence in the training sample prediction, which contributes
to making confidence, entropy, and loss distributions for member and non-
member samples less distinguishable. This step also helps the model to gen-
eralize better, by allowing the model to assign some probabilities to incorrect
classes [4].
Consider a uniform prior distribution u over levels c ∈ {1, . . . , C} where uc =
1/C for each c, independent of the training example x. We replace the one-
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hot encoded ground truth distribution y with a new probability distribution
y′ given by

y′c = (1 − θ) · yc + θ · uc (1)

for each label c ∈ {1, . . . , C}. For the new distribution,
∑C

c=1 y
′
c = 1 and

1 > y′a > y′c > 0 for the ground truth label a and all c ̸= a. The new
ground truth distribution replaces the hard 0 and 1 class labels with θ/C
and 1 − C−1

C · θ, respectively, thereby mirroring the prediction probability
distributions for unseen data.
Mitigating training sample memorization. Due to the usual heteroge-

neous data distribution across the peers in FL settings, some local models
may converge earlier than the expected number of federated training rounds.
Specifically, a local model stops enhancing its generalization capability when
its validation loss fails to exhibit improvement w.r.t. the validation loss of
the global model from the preceding local training round. To prevent such
unnecessary overtraining, we include an early stopping regularization into the
local model training. Our early stopping criterion differs from traditional early
stopping, where training stops when a model’s training or validation loss does
not change significantly for a predefined number of consecutive local epochs.
With that approach, the local model does not consider the global perspective
for stopping. In our approach, the peer evaluates the model’s loss on its in-
ternal validation data after receiving the aggregated global model from the
server, and starts local training by tracing the validation loss for successive
epochs. consecutive epochs.

4 Experiment and Results

We simulated an FL setting for the CIFAR10 classification task with a cus-
tom CNN architecture for ten training rounds with five clients under non-iid
data distributions. Defenses were evaluated under three perspectives:Utility,
Defense effectiveness and training overhead.
Table 1 report the global adversary’s maximum advantage against each client
local model, as well as the global model’s training accuracy, test accuracy, and
training time for vanilla FL (without any defense mechanism), MemberShield,
and six defenses in the literature.

5 Conclusions

We have proposed a privacy-preserving FL framework, MemberShield, which
safeguards MIAs by generalizing the local models. Extensive performance
analysis shows that MemberShield offers much better practical membership
privacy than previous defenses except DP, and better or similar global model
accuracy than all previous defenses (similar to vanilla FL) and much better
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Table 1: For vanilla FL, six baseline defenses, and MemberShield : the global
adversary’s auR and maximum advantage (Adv) against each client local
model; the global model’s training accuracy (Tr Ac), test accuracy (Te Ac),
and training time.

Method
Parameters Client-1 Client-2 Client-3 Client-4 Client-5 Global Model
Dr/Ep Reg auR ↓ Adv ↓ auR ↓ Adv ↓ auR ↓ Adv ↓ auR ↓ Adv ↓ auR ↓ Adv ↓ Tr Ac ↑ Te Ac ↑ Time ↓

Vanilla FL (No Defense) - - 0.84 0.71 0.81 0.58 0.83 0.63 0.84 0.64 0.86 0.69 0.89 0.64 1973.62
Early Stopping - - 0.61 0.19 0.60 0.17 0.58 0.13 0.58 0.14 0.59 0.18 0.69 0.61 1215.48

AoF

0.25 - 0.88 0.74 0.82 0.56 0.86 0.62 0.87 0.67 0.91 0.82 0.89 0.65 2117.64
0.50 - 0.88 0.73 0.83 0.54 0.86 0.62 0.86 0.63 0.92 0.78 0.89 0.65 2080.81
0.75 - 0.89 0.68 0.82 0.50 0.84 0.54 0.85 0.59 0.92 0.75 0.87 0.65 2015.21

- L2 0.87 0.66 0.71 0.33 0.81 0.52 0.83 0.59 0.90 0.77 0.66 0.61 2021.10
0.25 L2 0.85 0.60 0.67 0.26 0.78 0.43 0.80 0.49 0.88 0.71 0.72 0.66 2058.35
0.50 L2 0.83 0.56 0.67 0.25 0.75 0.41 0.78 0.45 0.87 0.65 0.75 0.68 2083.54
0.75 L2 0.81 0.52 0.60 0.16 0.70 0.32 0.73 0.38 0.86 0.64 0.70 0.65 2058.80

DP

0.1 - 0.52 0.09 0.51 0.02 0.52 0.04 0.52 0.04 0.54 0.14 0.09 0.09 3068.95
0.5 - 0.53 0.06 0.51 0.03 0.52 0.04 0.52 0.04 0.54 0.10 0.12 0.12 3066.95
1 - 0.53 0.08 0.51 0.02 0.52 0.03 0.52 0.04 0.57 0.14 0.11 0.11 3044.48
2 - 0.53 0.07 0.52 0.03 0.52 0.04 0.52 0.06 0.56 0.15 0.15 0.15 3022.81
4 - 0.52 0.06 0.51 0.03 0.52 0.04 0.53 0.05 0.56 0.14 0.19 0.19 3028.14
8 - 0.52 0.10 0.51 0.03 0.52 0.05 0.51 0.03 0.55 0.11 0.19 0.19 3019.60
16 - 0.53 0.07 0.51 0.03 0.52 0.05 0.52 0.06 0.53 0.16 0.20 0.20 3014.77
100 - 0.53 0.07 0.51 0.03 0.51 0.05 0.53 0.05 0.53 0.11 0.23 0.23 3029.29

1,000 - 0.53 0.07 0.51 0.02 0.52 0.05 0.52 0.07 0.52 0.10 0.26 0.26 3024.98
KD (α = 0.5, T = 10) - - 0.85 0.59 0.75 0.39 0.81 0.50 0.86 0.62 0.84 0.55 0.48 0.38 4757.52
RelaxLoss (α = 0.4) - - 0.80 0.53 0.79 0.49 0.80 0.50 0.81 0.54 0.81 0.50 0.85 0.56 1918.79

Adv-Reg (λ = 3) - - 0.70 0.33 0.62 0.18 0.65 0.23 0.62 0.20 0.74 0.39 0.18 0.17 3595.63
MemberShield (Our Defense) - - 0.56 0.11 0.60 0.16 0.58 0.13 0.56 0.11 0.57 0.14 0.72 0.66 1780.29

than DP, while reducing the computational cost of model training with respect
to all previous defenses.

Acknowledgement. This study was funded by the Marie Sk lodowska-Curie Doctoral
Network Actions (Horizon MSCA-2021-DN-01-01) under Grant No. 101073222.
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1 Abstract

Diabetic Retinopathy (DR) is a major cause of vision loss in individuals with
Diabetes. Detecting the disease early and understanding its stages of devel-
opment are crucial for preventing serious complications. This research builds
upon the ITAKA group’s prior work by combining two existing software tools,
Retiprogram and LezioSeg, to enhance DR diagnosis and prognosis. LezioSeg
is a deep learning-based computer vision model that segments DR lesions
and identifies their locations in different regions of the retina. The current
study aims to incorporate the number of lesions per region into Retiprogram,
a tool that classifies DR using fuzzy random forests. Specifically, this work
focuses on two primary types of lesions: microaneurysms and hemorrhages.
We collected data from Sant Joan Hospital in Reus and used it for training
and testing. This research aims to improve DR diagnostic systems, making it
easier to provide personalized risk assessments, timely treatments, and better
outcomes for patients.

2 Introduction

Diabetic Retinopathy (DR) is a progressive eye disease caused by prolonged
high blood sugar, affecting the retinal blood vessels and potentially leading
to blindness. It produces lesions such as cotton wool spots, exudates, microa-
neurysms (MA), and hemorrhages (HM). MA is an early indicator of DR,
while HM results from blood vessel leakage.
DR progresses from mild nonproliferative DR (NPDR), marked by MA,
to moderate and severe NPDR with HM and venous abnormalities. The
most severe stage, Proliferative DR (PDR), involves abnormal blood vessel
growth, risking retinal detachment and vision loss. Our study classifies Dia-
betic Retinopathy (DR) severity, a multiclass problem with stages from no
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DR to severe, using key indicators MA and HM. This classification is crucial
for timely treatment. Machine learning algorithms, like Decision Trees(DT),
aid in this by analyzing retinal features to identify patterns of DR severity.
Our research group developed Retiprogram [1], a Fuzzy Random Forest (FRF)
model for Diabetic Retinopathy (DR) classification. Retiprogram currently
uses clinical and analytical risk factors like age, gender, and hemoglobin,
achieving approximately 80% accuracy. This thesis aims to improve Retipro-
gram by incorporating MA and HM lesion counts, obtained using LezioSeg
[2]. LezioSeg is a deep learning-based computer vision tool that segments,
localizes, and counts these lesions in four regions of the eye fundus.

Fig. 1: The 4 regions of the eye fundus image defined by ETDRS.

The FRF uses fuzzy logic to handle uncertainty in the data. Instead of
making strict yes-or-no decisions, it uses flexible boundaries, which helps it
work better with complicated or unclear data. The inputs are fuzzy linguis-
tic variables, which consist of a set of labels: L= {l 1, l 2, . . . , l r}, each one
mapped into a numerical reference scale, S, by means of a fuzzy membership
function:µ l i(x) ∈ [0, 1], x ∈ S. Fuzzy linguistic variables effectively con-
vert numerical values into descriptive terms like ’low,” moderate,’ or ’high,’
simplifying information for clinicians and researchers. The goal of this doc-
toral thesis is to develop a methodology for automatically constructing fuzzy
linguistic variables for lesion counts in each region based on data distributions.

3 Methodology

3.1 Dataset Collection

We collected eye fundus images from Sant Joan Hospital in Reus to study and
measure retinal lesions for diagnosing and analyzing DR. Using LezioSeg,counts
were recorded in four major directions around the center of the retina:up,
down, temporal, and nasal to capture how lesions are distributed a cross dif-
ferent regions of the retina. 1 shows the number of images per class in the
training and testing datasets. For each image in the training and testing sets,
we used LezioSeg to obtain the following 10 variables:
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Class Train Test
0 (No DR) 1397 598
1 (Mild) 500 214
2 (Moderate) 903 387
3 (Severe) 1016 435

Table 1: Number of images per class in the training and testing datasets.

� Total MA: total no. of MA in the eye.
� Total HM: total no. of HM in the eye.
� temporal MA, nasal MA, up MA, down MA: no. of MA in each region.
� temporal HM, nasal HM, up HM, down HM: no. of HM in each region.

3.2 Handling Imbalanced Data:

We used SMOTE (Synthetic Minority Oversampling Technique), which gen-
erates synthetic samples for minority classes to balance the dataset.

Fig. 2: Decision tree model for classifying DR based on extracted features.

3.3 Decision Tree-Based Classification:

The DT algorithm is applied to analyze lesion counts and identify the best
values for classifying the DR degrees. This algorithm selects the best attributes
at each node and identifies the optimal cut points for classification, Fig. 2.

3.4 Defining Linguistic Variables:

We propose to use these cut points as reference thresholds that divide the
range of each attribute into meaningful categories to distinguish the differ-
ent levels of lesion severity, Fig 2. These points define linguistic variables by
applying fuzzy membership functions, with input values as integers, not real
numbers. To represent these intervals, we build triangular fuzzy sets defined
by the tuple (a, b, c). We consider the center of the intervals defined by the
cut points either as the value with maximal membership, b, or as one of the
extremes a/c depending on the length of the interval.For example, looking
at the tree obtained in Fig 2, we can see some cut points of the Total MA
variable. Considering a range of [0, 10] and cut points: [0, 0.5, 2.5, 3.5, 6.5], we
generate the following labels:
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Name Type Parameters
none Triangular [0, 0, 1.5]
scarce Triangular [0, 1.5, 3]
few Triangular [1.5, 3, 5]
mid Triangular [3, 5, 8]
high Trapezoidal [5, 8, 10, 10]

Table 2: Fuzzy Membership Functions

Fig. 3: Membership function plot for the input variable Total MA .

4 Conclusion and Future Work

Our methodology constructs fuzzy linguistic variables for DR lesion counts
using cut points from the DT model. These cut points are transformed into
descriptive categories, improving data interpretability and providing mean-
ingful inputs for the RF model. Using fuzzy linguistic variables helps capture
the uncertainty in lesion counts, crucial for accurate DR severity assessment.
We plan to combine these fuzzy variables with other clinical risk factors in
the Retiprogram software to evaluate the overall impact on DR classification
performance.
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1 Motivation

In addition to being a researcher in security topics, I am also an active par-
ticipant in Capture The Flag (CTF) competitions. A CTF is a cybersecu-
rity challenge designed to test and enhance technical skills in different areas
such as cryptography, reverse engineering, and web security. These challenges
simulate real-world security vulnerabilities and require analytical thinking,
problem solving, and creativity to identify and exploit systems weaknesses
[1].
Since the workshop for which this abstract is intended is designed to be ac-
cessible to students with no prior expertise in the field, I see it as an excellent
opportunity to introduce those unfamiliar with CTFs to this concept, spark-
ing their curiosity, just as it did for me. Engaging with the CTF community
not only strengthened my technical skills, but also boosted my confidence,
ultimately encouraging me to take the leap into pursuing a PhD.
In this abstract, I have chosen to focus on how CTF challenges have unexpect-
edly contributed to my research. To illustrate this, I have organized it into
three sections: encoding standards consideration, custom wordlists creation,
and web archiving services use, each covering a specific instance where CTFs
have influenced my daily work as a researcher and enhanced my methodolo-
gies.

2 Encoding standards consideration

One of the most popular categories in CTFs is OSINT, which stands for Open
Source Intelligence. This category involves gathering publicly available infor-
mation from various sources on the internet, such as social media, websites,
and public databases. While solving an OSINT challenge, the system did not
accept the flag, although I was confident that my answer was correct. It was
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the name of a city in Iceland, which contained characters not present in the
Spanish alphabet.
The issue was that the hashing algorithm used, MD5 in this case, could pro-
duce different hashes for the same string depending on the encoding specified
for the input. This difference is not noticeable with strings containing only
common characters, as they tend to be hashed the same way across all encod-
ing standards 2.

Fig. 1: Comparison of MD5 hash results using different encodings in Cy-
berChef.

This realization led me pay closer attention to an aspect I had previously
overlooked, which ultimately had a significant impact on my research. As part
of my thesis, I conduct cracking attempts to access Bitcoin wallets someone
used in the past. One type of them are Brainwallets, where the owner had
to choose a password from which the wallet is generated. However, just like
in the CTF challenge, the encoding of the chosen password can result in the
generation of different wallets.
By applying this concept, I started processing candidate passwords using mul-
tiple encodings, which led to new matches that I had previously missed. This
approach provided a considerable enhancement to my research, adding an
extra layer of depth and effectiveness to my findings.
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3 Custom wordlists creation

I actively participate in CTFs on the Atenea platform, which is managed
by the Spanish Centro Criptológico Nacional (CCN). One of the most
intriguing challenge categories is called Acknowledgments, reserved for users
who achieve something unexpected: solve challenges in unconventional ways
or discover vulnerabilities on the platform. Once I had already started my
PhD and was immersed in cracking techniques daily, I decided to approach
this challenge category using what was becoming my area of expertise.
I conducted a study on how flags were structured to predict the format of new
flags. I identified interesting patterns, with the most striking one being that
organisers often set the flags using data from Wikipedia articles related to the
theme of the challenge. By narrowing down my list of possible candidates using
this and other patterns, I successfully solved a challenge through a targeted
flag attack. This approach proved successful and as a result, the competition
organizers awarded me a flag in this category.
I have also applied this strategy to my research. I generate wordlists tailored
specifically for cracking wallets, incorporating elements relevant to the cryp-
tocurrency ecosystem. Using easily reproducible private keys to generate new
private keys has led me to some remarkable results, including gaining access to
wallets that contained Bitcoin worth several hundred thousand euros (valued
at the time the wallets held the Bitcoin, not based on Bitcoin’s later price
increases).

4 Web archiving services use

In OSINT challenges, it is common to use Wayback Machine or similar
web archiving services, which I was previously completely unaware of. These
tools allow viewing content that is no longer available on the original hosting
websites.
This has proven to be extremely useful in my research when trying to repro-
duce vulnerabilities related to the creation of Bitcoin private keys through
web-based JavaScript implementations. No matter how well you understand
the theoretical process, without access to the original implementation, it is
highly likely that you will not achieve the same results.
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1 Serverless data analytics

Serverless services are a practical approach to making the Cloud more acces-
sible, as much of the management burden is abstracted away by the cloud
provider. Serverless functions —or Function as a Service (FaaS )— such as
AWS Lambda are the leading embodiment of the serverless paradigm: state-
less, event-driven, ephemeral computations with low start-up latency and
broad concurrency. FaaS provides a convenient pay-as-you-go billing model
and intuitive, easy-to-use abstractions over the underlying resources. Devel-
opers can deploy their code to the Cloud in seconds, running in a secure,
isolated and managed environment that auto-scales during peak demand and
to zero when there is none.
The potential of serverless services has not gone unnoticed in data analyt-
ics; particularly, in elastic multi-stage workloads where the number of parallel
tasks changes drastically from one stage to another. Traditional cluster tech-
nologies on virtual machines (VMs) often fall short in such scenarios due to
expecting a fixed pool of resources or slow (if any) auto-scaling capabilities.
These conditions lead to a mismatch between cluster size and resource require-
ments in elastic multi-stage workloads, resulting in overprovisioning (where
more resources are provisioned than needed, leading to inflated costs), or un-
derprovisioning (where fewer resources are provisioned than required, leading
to degraded performance). Serverless functions address this issue more effi-
ciently, quickly scaling out and in based on the needs of the workload, and
fitting the exact resource requirements of each stage.
However, serverless functions face a major limitation: they are ephemeral,
making them non-addressable and stateless, thus dependent on external dis-
aggregated storage for communication. Functions are not suitable for complex
communication patterns like sorting, grouping, or re-partitioning, which re-
quire extensive data sharing between workflow stages. These stateful opera-
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tions are a significant performance challenge for serverless data analytics due
to the load placed on the storage. Overloading the storage slows down I/O
throughput, reduces CPU utilisation, and hurts cost-efficiency. As the num-
ber of functions per stage increases, so does the number of storage requests,
gradually degrading I/O performance and exacerbating resource waste.

2 Stateful backends for data exchanges

With sufficient abstraction, serverful (VMs) and serverless (functions) re-
sources can be seamlessly combined within a complex workflow. By deploy-
ing servers in a serverless flavour, i.e., launching select workflow stages on a
short-lived, right-sized VM, we mitigate the limitations of functions to achieve
fast state sharing in stateful phases with minimal developer intervention [1].
The overhead of creating VMs can be acceptable to launch stateful stages,
as the cost of (indirect) communication in serverless functions is frequently
prohibitive.
We bridge the gap between serverless and serverful technologies by trans-
parently integrating VMs into serverless analytics. We do this by extending
Lithops, a serverless programming library, with the ability to leverage hy-
brid architectures. With minimal in-code changes, a developer can choose to
seamlessly run their parallel code on either serverless functions or VMs. Em-
barrassingly parallel stages, such as data processing, benefit most from FaaS,
while serverful services are better suited to stateful stages with strong depen-
dencies. Exploiting Lithops’s unified programming framework, we develop a
hybrid serverless architecture selectively choosing the right service for each
stage. We use AWS Lambda for embarrassingly parallel stages, while hosting
stateful operations in properly scaled EC2 instances.
The end-to-end execution times of a cloud function-based implementation,
a static Spark deployment and the proposed hybrid architecture are listed
in Table 1. Results correspond to a preprocessing stage in a metabolomics
pipeline. When running the annotation pipeline in a hybrid architecture, we
achieve a speedup of 3.64 between and 2.21 compared to Spark. Overall, by
coherently alternating cloud functions and VMs, we achieve up to 75% better
performance at a similar cost to a cluster implementation through a smarter
use of resources.

3 Optimizing serverless exchanges

Even if using cloud VMs may result practical, provisioning VMs is a costly op-
eration and can take minutes depending on the instance type. Moreover, VM
scaling tends to act at a coarse granularity, which may lead to either system
degradation or resource underutilization in the absence of prior knowledge



Resource Allocation in Serverless Data Analytics: The Insidious Exchange 15

Table 1: Execution time of each metabolomics job executed in the studied
architectures.

Job size Cloud functions Hybrid Spark

small 152.20s 105.49s 54.83s

medium 351.57s 398.70s 889.54s

large 488.86s 709.14s 2582.66s

We argue that a fully serverless implementation of data analytics pipelines
may be feasible, avoiding the use of serverful components. We propose tuning
shuffles at runtime in order to maximize the I/O efficiency of object storage.
For that, we take profit of fine-grained scaling of compute resources, finding
a way to determine at runtime the optimal number of functions (degree of
parallelism) that better utilizes remote object storage.

Table 2: Comparison of Seer to state-of-the-art data analytics systems for
100GB TeraSort.

System # workers Storage layer Exec. time

Qubole [2] 400 AWS S3 597.7s

Locus [3] dynamic AWS S3/Redis 80s to 140s

Primula [4] 200 IBM COS 192.3s

Caerus [5] 100 Jiffy [6] (VMs) 105s

Serverful Spark 100 HDFS 600.12s

160 HDFS 493.94s

Seer 100 IBM COS 95.06s

225 IBM COS 89.96s

256 IBM COS 90.12s

We propose a smart shuffle auto-tuner called Seer [7]. More precisely, Seer
chooses “on the fly” the optimal number of parallel workers in a shuffle to
deliver improved efficiency, based on analytical models. The only input these
models need from a job is the volume of data to be shuffled at the current
stage, which can be dynamically inferred as the sum of the individual data
partitions. Simply put, Seer does not require jobs to know (even an estimate
of) intermediate data sizes a priori. When a shuffle operation is encountered,
Seer dynamically determines the right shuffle implementation, along with the
optimal degree of parallelism that minimizes shuffle time. The performance
models require the characterization of the remote object storage service via a
series of basic measurements.
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Table 2 lists the execution time of state-of-the-art serverless data exchange
approaches in a classic TeraSort benchmark. In all cases, Seer outperforms the
existing alternatives, with the exception of Locus for only 9 seconds, which
is surprising, since Locus has been “bolstered up” with in-memory Redis in-
stances. Seer is able to improve execution time by 1.1 - 6.3X for the same
number of vCPUs, which contributes to confirm that object storage is a prac-
tical solution to serverless shuffling.
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Introduction

To guarantee a nation’s energy needs, establishing an appropriate balance be-
tween supply and demand is essential. Historically, power generation has de-
pended on building large-scale plants that run on fossil fuels (such as coal or
natural gas) or nuclear energy. These conventional methods, however, bring
with them significant drawbacks: high construction and maintenance costs,
greenhouse gas emissions, pollution, and issues with nuclear waste manage-
ment. For these reasons, shifting toward alternative primary energy sources
appears promising.
In recent years, renewable energy sources—like wind and solar—have become
much more cost-effective. This cost reduction has increased their competi-
tiveness and has helped steer regions such as the European Union toward a
cleaner, decarbonized power sector. Still, the rate of renewable adoption re-
mains slower than expected2. One contributing factor is that renewables, in
some cases, do not yet match the reliability, availability, or efficiency of their
conventional counterparts.
Another promising strategy is to locate energy production closer to the end
user. Reducing the distance between production and consumption minimizes
energy losses and transmission costs. In addition, using distributed renewable
technologies—such as solar panels—creates the opportunity for localized, de-
centralized production and consumption of electricity [1]. Many households
already incorporate distributed energy resource (DER) systems to generate
and self-consume electricity, and when these systems produce a surplus, home-
owners can feed the extra power back into the main grid. Unfortunately, the
prices offered for this surplus are often unattractive due to imposed tariffs or
taxes.
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2 IEA: Wholesale energy costs made simple, https://www.edfenergy.com

joan.ferreq@urv.cat


18 Joan Ferré-Queralt

Related Work

A growing body of research has examined various smart grid implementations,
with each study focusing on different aspects of the new energy paradigm.
In this work, we concentrate on those solutions that enable the trading of
electricity among prosumers.
The very first formal description of a smart grid appeared in [2], where a set
of initial requirements for this innovative energy model was proposed. Later,
in [3], several communication standards for smart grids were discussed—most
of which assumed a traditional centralized network structure. Unfortunately,
centralized systems are prone to security issues, such as Denial of Service
attacks [4], and they suffer from the well-known single point of failure problem.
These concerns can be alleviated by moving to a distributed framework [5].
An early distributed solution was offered in [6]. In that work, the authors in-
troduced an energy-currency concept that builds on the blockchain technology
originally described in [7]. This proposal laid the groundwork for integrating
blockchain and smart contracts into the design of future smart grids. Following
this idea, a number of studies [8,9,10,11,6] have explored diverse blockchain
architectures to support smart grid applications.
It is important to note that most of these approaches rely on blockchains
using a Proof-of-Work consensus mechanism. Because Proof-of-Work requires
extensive computational power to validate transactions, it is highly energy-
intensive [12]—a serious drawback when considering a real-world smart grid.
For this reason, there is a pressing need to develop alternative consensus
methods that reduce energy consumption while still ensuring the system’s
integrity and security.
Other works [13,10,18] have integrated blockchain technology into energy sys-
tems, yet they often pay little attention to protecting user identities and con-
sumption patterns. This oversight jeopardizes user privacy, leaving sensitive
data vulnerable to unauthorized access or profiling [14]. More recent propos-
als [15,16,17] have attempted to address privacy concerns. Although some of
these approaches enhance anonymity, they often do not verify whether the
energy production or consumption reported by users is genuine. As a con-
sequence, dishonest users might submit falsified records, thereby misleading
the system. Even when a reputation system is introduced—as in [17]—the
lack of linkage between smart grid accounts and real-world identities prevents
effective enforcement against misbehavior.
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Contributions

This paper presents a novel energy trading system that builds on a smart
grid infrastructure to empower users to both consume and produce elec-
tricity through distributed energy resources. Our proposed system improves
upon earlier models by emphasizing user privacy, system availability, and se-
curity—all while incorporating measures to detect and penalize misbehav-
ing participants. These advances are achieved through the integration of
blockchain technology and smart contracts.
Our smart grid framework continuously monitors the energy usage of each
participant, which in turn allows for accurate calculations of individual pro-
sumers’ financial positions. In addition, the system supports smooth electric-
ity trading among nearby prosumers and offers the flexibility to either borrow
from or contribute surplus energy to the main grid as needed. In summary,
by combining modern blockchain solutions with smart grid technology, our
approach not only fosters decentralized energy production but also enhances
overall system resilience and user protection against fraudulent behavior.
In conclusion, the integration of these technologies paves the way for a more
sustainable, efficient, and secure energy future.
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1 Introduction, motivation and challenges

Event streaming systems, such as Apache Kafka [1], AWS Kinesis [2], or
Apache Pulsar [4], are enabling organizations of all kinds to ingest, store,
and process data in real-time with high performance and scalability. While
streaming systems are often associated with managing event-like data types
(e.g., logs, sensors), there is an increasing interest in using these systems for
managing multimedia. For instance, AWS Kinesis can ingest video streams
and serve them in real-time to analytics applications [3].
In collaboration with the National Center for Tumor Diseases (NCT) in Ger-
many, we are exploring a computer-assisted surgery use case. The NCT is an
institution that combines data scientists and surgeons to apply AI techniques
to surgery-related multimedia. Specifically, NCT requires the ability to search
for specific video fragments, or even individual frames, within a collection of
surgical video streams. This is essential for various reasons, such as creating
specialized AI training datasets and aiding surgeons or medical students in
locating specific video fragments. Metadata alone is insufficient for content-
based queries in large video collections. Additionally, data scientists may need
to find videos using unstructured data, like images. Therefore, a content-based
approach for indexing, querying, and retrieving relevant video stream data is
necessary.
Our main goal is to devise a flexible semantic video search solution for stream-
ing systems. Achieving this goal could provide added value to data streaming
platforms supporting video stream ingestion and analytics [2]. For example,
users could index video streams based on their own models and get accurate
query results in the form of video fragments. Even more, data loaders in AI in-
ference frameworks could exploit such a mechanism by ingesting only relevant
video fragments for training a model, discarding the rest.
This goals entails some challenges:
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gerard.finol@urv.cat


22 Gerard Finol Peñalver

(C1) Flexible content-based video stream indexing : Although a video stream
is immutable, its contents can be indexed in multiple ways. For example,
one user may index a video for liver segmentation, while another may index
the same video for surgical instrument detection. Our solution should allow
reindexing the same video stream based on different AI models.
(C2) Scalable semantic search: Dealing with video streams for long retention
periods requires managing large amounts of indexed data. In use cases like
health video analytics, we may require indexing each video stream with fine
granularity (e.g., embedding per key video frame). Our solution must be able
to handle large datasets.
(C3) Programmatic search interface: We see potential in exposing a semantic
search mechanism via APIs to external programs. For instance, AI inference
frameworks could reduce data transfers when loading data that is related to
the specific model to train, instead of bulk loading a whole collection of video
streams.
We built our prototype, named StreamSense, on top of a tiered streaming
storage system (Pravega [5]) and validated it on a computer-assisted surgery
use case from the National Center for Tumor Diseases.

2 StreamSense Usage

In Fig. 1, we provide a high-level overview of the use of StreamSense. First, we
have the video ingestion phase. As visible in step 1O, video frames from surgery
cameras are ingested in Pravega as video streams. Users start an index request
for a video stream (step 2O). The indexer controller spawns a new indexing
instance (e.g., container) with the requested embedding model running inside
and consuming data from the stream (step 3O). The indexing container image
ingests the video frames, passes them through the model, and writes the index
data in the vector DB (step 4O). Once a video has been indexed, users (or
programs) can perform video searches using an image as input (step 5O).
The indexer controller performs a similarity search in the vector DB, which
returns the most similar video frames (step 6O). Finally, results are retrieved
from Pravega (step 7O) and then displayed to the user (step 8O).

3 Evaluation

Datasets and Embedding Model. We utilize three publicly available
datasets of surgical videos: CATARACTS [6], which includes videos of cataract
surgeries; CHOLEC80 [7], which comprises videos of cholecystectomy surg-
eries; and AUTOLAPARO [8], which consists of videos of laparoscopic hys-
terectomy surgeries. To extract the embeddings, we make use of ResNet50 [9]
trained with the IMAGENET1K V1 dataset.
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Fig. 1: Overview of StreamSense design and main components in the NCT
use case.

Video Indexing Performance. Fig. 2 shows the total indexing latency for
key video frames and the latency breakdown. The total key frame indexing
latency ranges between 63ms and 360ms in average, depending on the de-
coding configuration. This is the waiting time for a data scientist to perform
semantic search on ingested video frames in StreamSense. Regarding the la-
tency breakdown, the Pravega IO latency shows a p99 latency under 7ms. For
comparison, the latency of writing and reading 10KB events in AWS Kinesis
at a rate of 25 events/s (same rate as our datasets) is 10.7x higher at p95.
The AI inference latency to generate embeddings takes around 12-14ms per
key frame and inserts to Milvus take 3-6ms. This latency meets the require-
ments for streaming workloads. The video decoding phase dominates latency
(30-330ms).
Data Transfer Savings in AI Data Loading. In this experiment, we ad-
dress the problem of data scientists downloading relevant video data for train-
ing their AI models. We evaluate the preliminary integration of our PyTorch
data loader for StreamSense. We allow the data loader to use an embed-
ding as input and call the StreamSense service for downloading similar video
fragments. As can be observed in Table 1, StreamSense achieves a transfer
reduction from 83.79% up to 99.79% compared to bulk transferring the whole
dataset.

4 Conclusions

In this work we introduced StreamSense, which enables data scientists to
index video frames using embeddings from AI models. StreamSense abstracts
the complexities of vector database interactions, allowing users to perform
semantic searches using images as input and visualize the results. We have
shown that it can index video streams with low latency and reduce data
transfers by over 80%.
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Fig. 2: Key frame streaming indexing la-
tency with h264 encoding.

Dataset CATARCT CHOLEC LAPARO
15 videos 83.79% 87.97% 99.77%
45 videos 93.94% 92.82% 99.79%

Table 1: Data transfer reduction
in AI data loading.
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1 Introduction

Digital pathology enhances efficiency, collaboration, and accessibility by con-
verting tissue examinations into a digital format, allowing pathologists to
analyse whole slide images (WSI) instead of traditional glass slides [1]. This
technology is pivotal in breast cancer (BC) research, the most prevalent can-
cer among women worldwide, integrating digital tools with AI-driven analysis
to improve diagnostic accuracy. A key focus is the evaluation of tumour-
infiltrating lymphocytes (TILs), critical indicators of prognosis and treatment
response, particularly in HER2-positive and triple-negative BC subtypes [2].
TIL evaluation is typically performed on specific regions of interest (ROI)
identified on haematoxylin and eosin (H&E)-stained tissues according to es-
tablished criteria [2]. These regions often contain diverse immune cells that
influence tumour behaviour, necessitating detailed analysis through subse-
quent immunohistochemical (IHC) staining to identify distinct biomarkers.
Automating ROI registration across sequential tissue sections enhances effi-
ciency by reducing the repetitive manual selection of ROIs for different im-
mune markers, facilitating the process for future diagnostic assessments.
Consequently, the primary objective of this study is to assess the efficacy of
keypoint matching techniques in automating the registration of ROIs across
sequential WSIs without the need for extensive preprocessing to correct for
staining variations and tissue artefacts. By leveraging advanced keypoint de-
tection and matching algorithms, this work aims to streamline the pathological
analysis of BC tissues, focusing on the accurate alignment of H&E and IHC-
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stained slides. This could significantly reduce the manual effort required in
current practices and improve the consistency of TIL evaluations, potentially
impacting diagnostic and therapeutic decisions in BC treatment [3].

2 Materials

This study was conducted using tissue samples from twenty patients diag-
nosed with non-specific invasive BC between 2007 and 2015, sourced from the
Tumor Banks of Hospital de Tortosa Verge de la Cinta (HTVC) and Hospital
Joan XXIII (HUJ23), Tarragona, Spain, and the Biobank of the Pere Virgili
Research Institute (IISPV). Ethics approval was granted by the IISPV Ethics
Committee, with reference numbers 128/2022 and 218/2022. For each case,
three consecutive WSIs were analysed: one WSI stained with H&E for initial
ROI identification, followed by WSIs stained with CD8 and CD163 to high-
light specific immune cell biomarkers. CD8 is a marker for cytotoxic T cells,
which play a crucial role in anti-tumour immunity, whereas CD163 is a marker
for macrophages associated with tumour progression and immune suppression.
These stains highlight specific immune cell biomarkers within axillary lymph
node tissues, crucial for evaluating tumour-infiltrating lymphocytes (TILs)
following Salgado’s criteria [2].

3 Methods

WSI registration involves aligning the H&E-stained tissue, containing the
pathologist-identified ROI, termed the reference WSI, with the IHC-stained
slide, called the moving WSI. The registration process uses a keypoint match-
ing approach, where keypoints identified on the reference WSI are matched to
those found in the moving WSI. After the initial keypoint matching, a filtering
step is required to refine the keypoint pairs using the Random Sample Consen-
sus (RANSAC) method. This step is crucial for ensuring the accuracy of the
matches. Subsequently, the homogeneous transformation matrix is calculated
to apply an Euclidean transformation to the moving WSI to the reference
WSI, aligning the IHC-stained BC tissue with the H&E-stained BC tissue.
This transformation also facilitates the warping of the ROI from the reference
WSI to the moving WSI, adjusting the four vertices of the ROI to maintain
its rectangular shape. This study evaluates traditional and advanced keypoint
matching techniques on WSI registration, specifically the Scale-Invariant Fea-
ture Transform (SIFT) and a deep learning (DL) approach known as Super-
Point + SuperGlue (SP + SG) [4]. These techniques have been tested in the
ACROBAT challenge for BC WSI registration. However, due to staining vari-
ance issues, both methods require a preprocessing step for the reference and
moving WSIs. Recent DL-based methods, Dense Keypoint Matching (DKM),
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and Robust Dense Feature Matching (RoMa) have been explored to address
these challenges. These methods use a dense keypoint matching strategy and
accept RGB images as input. Notably, they are available in two versions based
on their training datasets: indoor (I), trained on the Scannet dataset, and out-
door (O), trained on the Megadepth dataset. In this study, these two models
have been refined and adapted to enhance their applicability for WSI registra-
tion, leveraging advanced DL architectures to address the unique challenges
of the high variability and complex morphological features inherent in medical
imaging datasets. The number of registration failures is used to evaluate the
strategies quantitatively. Failures are determined by testing a threshold (t) for
the relative target registration error of the centroids (rTREc) [3]. The WSI
registration is considered failed if the rTREc exceeds or equals t. As noted,
the maximum number of failures is 40 since there are two pairs for each case
study (H&E-CD8 and H&E-CD163). The evaluation is conducted using a t of
0.025.

4 Results and Discussion

The evaluation of keypoint matching techniques for WSI registration showed
varying performance, as depicted in Figure 1. This figure compares the number
of registration failures among traditional SIFT, DL-based SP+SG, and the
advanced DKM and RoMa techniques over 40 points. Figure 1 highlights
that RoMa (O version) had the fewest failures, with only 3 out of 40 cases
exceeding the relative target registration error threshold (rTREc) of 0.025.
Conversely, SIFT had the highest failure rate, reflecting its inability to handle
staining variations and the presence of extra tissues in WSIs. The SP + SG
method showed intermediate performance but was outperformed by RoMa,
underscoring RoMa’s efficacy due to its training on diverse datasets, which
likely improves its adaptability without preprocessing. These findings suggest
significant potential for RoMa in enhancing digital pathology by reducing
manual effort and increasing the speed and accuracy of diagnostic workflows,
aligning with the trend towards AI integration in medical imaging.

5 Conclusion and Future Work

This preliminary study demonstrates that the DL approaches, mainly the
RoMa technique, especially its O version, achieve the lowest failure rates in
WSI registration without requiring preprocessing image pairs, unlike methods
such as SIFT and SP+SG. RoMa effectively handles WSIs with additional
tissues, eliminating the need for their preliminary removal. This capability is
advantageous for the pre-alignment phase in non-rigid registration processes.
Future efforts will aim to expand data collection and explore additional tech-
niques to refine WSI analysis further.
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Fig. 1: The number of failures with a threshold of 0.025 is shown for each
technique. The number of failures for the CD8 biomarker is shown in blue,
while those for the CD163 biomarker are shown in orange.
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1 Introduction

A secret sharing scheme is a cryptographic primitive allowing a dealer to share
a secret among parties such that only certain subsets, called authorized, can
recover the secret. These subsets form the access structure of the scheme. In-
troduced by Shamir [1] and Blakley [2] in 1979, secret sharing schemes have
broad applications in cryptographic protocols, particularly in secure multi-
party computation and threshold encryption.
While schemes for threshold access structures are common, some applications
require more general access structures. For example, in proof-of-stake models,
validators have stakes proportional to their coin holdings. In such cases, there
is a need of secret sharing schemes with weighted threshold access structures
(WTASs). In these access structures, each party is assigned a weight according
to its importance and the authorized subsets are those in which the sum of
their weights is at least the threshold value.
The best-known secret sharing schemes for WTASs have share sizes that are
either linear in the weights [1] or quasipolynomial in the number of parties [3],
resulting in long shares. Recent approaches [4,5,6] address this by approx-
imating weights with smaller ones, leading to WTAS approximations. This
work [7] addresses the open problem of achieving a better tradeoff between
the efficiency and the accuracy of the approximation.

2 Our Results

Given a WTAS Γ , our goal is to construct a similar WTAS Γ ′ with smaller
weights. To achieve this, we translate the problem of approximating WTASs
into approximating monotone Boolean functions. Two functions are consid-
ered ε-close if they differ on at most an ε fraction of inputs.
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In the case of a WTAS defined by a threshold T and a vector of positive weights
w = (w1, . . . , wn) assigned to the parties, the access structure is determined
by a monotone Boolean function of the form

f(x) = sign(w · x− T ),

which are known as monotone LTFs in the context of complexity theory.
Therefore, WTASs can be studied via complexity theory simply by considering
the monotone LTFs assigned to them. In this context, our proposal reduces
the weights of the associated LTF using the five-step process summarized in
Figure 1.

Γ Γ ′

f χf χg g

ε-close

(1)
(2) (3) (4)

(5)

Fig. 1: Procedure for approximating any WTAS.

1. Consider the monotone LTF f associated to Γ .
2. Compute the Chow parameters χf of f .
3. Find the Chow parameters χg of a monotone LTF g that is ε-close to f

and has small weights.
4. Construct the monotone LTF g from χg.
5. Consider the WTAS Γ ′ associated to g.

Steps (1), (2), and (5) of Figure 1 are immediate, so all the effort remains in
deriving steps (3) and (4). To do so, we adapt the results of De et al. [8], in
which they construct an approximate LTF with smaller weights by solving a
problem related to the Chow parameters, described next.

2.1 The Chow Parameters Problem

Any Boolean function can be uniquely expressed as a real multilinear poly-
nomial whose degree-0 and degree-1 coefficients are known as the Chow pa-
rameters. In this context, the Chow parameters problem consists in efficiently
reconstructing a LTF from its Chow parameters.
De et al. [8] provide an algorithm to solve the approximate Chow parameters
problem, constructing a close LTF with weights that scale sublinearly with
input length and quasipolynomially with error. They achieve this result start-
ing with the Chow parameters of the given LTF and modifying them step by
step until the desired LTF is obtained.



Weighted Threshold Secret Sharing Schemes and Chow Approximation 31

In this work [7], we adapt the construction of De et al. [8] to the monotone
setup to guarantee that the resulting LTF is monotone. Our main technical
result is the following.

Theorem 1. Let f be a monotone LTF. For any 0 < ε there exists an ε-close
monotone LTF g represented by an integer vector with norm

√
n · quasipoly

(
1
ε

)
.

2.2 Secret Sharing Schemes Construction

Once we have derived a low-weight approximator for the original access struc-
ture, we still need to construct the information-theoretic and the computa-
tional schemes. In both cases, we apply known constructions that allow us to
maximize the benefits of having an approximate WTAS with small weights.
In the case of the information-theoretic scheme, we use Shamir’s virtualization
technique [1]. The total share size of the resulting scheme is W logW , where
W is the total weight, which we know that is small due to the approximation
procedure. This leads to our main result.

Theorem 2 (Informal). For any weighted threshold access structure Γ on
n parties, there exists a secret sharing scheme with share size n1+o(1) whose
access structure is o(1)-close to Γ .

In the computational setting, Applebaum et al. [9] introduce the notion of Pro-
jective Pseudorandom Generator (pPRG), which yields secret sharing schemes
with polylogarithmic share sizes for monotone circuits of polynomial size.
Combined with the existence of such circuits for any WTAS [3], this results
in highly efficient schemes. This is stated in the following theorem.

Theorem 3. Under the subexponential RSA assumption, any weighted thresh-
old access structure over n parties admits a computational secret sharing
scheme where the size of the shares is polylog(n) and the size of the pub-
lic information is poly(n).

Figure 2 compares our results with the state-of-the-art solutions.
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Abstract
Camera localization, also known as camera pose estimation, involves determin-
ing the position and orientation of a camera in a 3D environment using visual
data. Traditional methods, such as structure-based and image retrieval-based
approaches, are effective but often encounter challenges in dynamic or visually
ambiguous settings. Deep learning-based methods have emerged as alterna-
tives, offering end-to-end learning and improved feature extraction. However,
these methods often fail to balance fine-grained local feature extraction with
global contextual understanding. To address these limitations, hybrid meth-
ods have been introduced, combining convolutional and attention-based mech-
anisms.The combination of convolutional and attention-based blocks ensures
that the models dynamically adapt to the scene’s requirements. While the
convolutional layers focus on extracting detailed local features, the attention
layers refine these features by incorporating global context. By strategically
integrating these components, hybrid approaches provide robust and scalable
solutions, achieving state-of-the-art results across both indoor and outdoor
datasets.

1 Introduction

Accurate camera localization is essential in robotics, augmented reality, and
autonomous navigation. It involves estimating the camera pose p = (t,R),
where t is the translation vector and R ∈ SO(3) is the rotation matrix. Given
an image I, the task is to find p such that it aligns the camera with its
environment, typically formulated as a regression problem p = f(I; θ).
Traditional methods rely on structure correspondences or image retrieval.
structure based approaches estimate the pose by solving 2D-3D correspon-
dences using the Perspective-n-Point (PnP) algorithm, often with RANSAC
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for robustness. Image retrieval methods compare the query image to a
database of images with known poses and derive the camera pose from the
closest matches. While effective in controlled settings, these methods struggle
with scalability, texture-less surfaces, and repetitive patterns [1].
Deep learning approaches address some of these challenges by directly re-
gressing the pose from input images. Convolutional neural networks (CNNs)
extract fine-grained local features but lack the ability to capture global rela-
tionships. Transformers overcome this limitation using attention mechanisms
to model long-range dependencies, but they often miss fine spatial details [1].
Hybrid architectures integrate convolutional and attention-based mechanisms
to effectively capture both fine-grained local details and long-range global
relationships. By combining these components, they overcome the limitations
of traditional and standalone deep learning methods. This synergy enables
hybrid models to deliver robust and scalable performance, making them well-
suited for camera localization in complex, dynamic, and diverse environments
[2].

2 Methodology

Hybrid architectures are designed to combine the strengths of convolutional
and attention-based mechanisms. These models typically stack convolutional
layers in the initial stages to capture local spatial features like textures and
edges, followed by attention-based layers in later stages to model global rela-
tionships across the entire input [3].

2.1 Sequential Hybrid Architecture

As shown in figuer 1, in sequential hybrid models, the pipeline begins with a
series of convolutional layers that progressively extract localized features while
downsampling the spatial dimensions of the input. These layers often include
specialized blocks designed for efficient feature extraction, such as depthwise
separable convolutions or residual connections. After the initial feature maps
are generated, the model transitions to attention-based layers. These layers
use mechanisms like self-attention to capture long-range dependencies and
spatial relationships across the image. By stacking these layers in sequence, the
architecture balances computational efficiency with feature richness, enabling
precise localization in both small-scale and large-scale environments[4].

2.2 Dual-Stream Hybrid Architecture

Dual-stream architectures take a parallel approach, processing multiple modal-
ities, such as RGB and depth images, through separate but interconnected
pipelines. Figure 2 demonstrates the dual stream architecture which Each
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Fig. 1: Sequential Hybrid Model Architecture

stream begins with convolutional layers that extract features specific to its
input modality—such as texture and color information from RGB data or ge-
ometric depth cues from depth images. The streams are then intertwined using
attention mechanisms, such as cross-attention, which allow information flow
between the two modalities. This integration enhances the model’s ability to
learn complementary features, leading to improved localization performance
in scenarios where a single modality might be insufficient.

Fig. 2: Dual-Stream Hybrid Model Architecture

2.3 Results

The performance of hybrid architectures has been evaluated on widely used
indoor and outdoor datasets. These datasets include a variety of challenges,
such as cluttered scenes, repetitive patterns, and texture-less areas [1].
Hybrid architectures have demonstrated significant improvements in cam-
era localization performance across both small-scale indoor and large-scale
outdoor environments. In indoor scenes characterized by repetitive features,
limited spatial extent, clutter, or complex lighting, these models effectively
combine local and global features, achieving lower error rates compared to
traditional methods and standalone deep learning models. Similarly, in out-
door environments with wider spatial extents and varying viewpoints, hybrid
architectures excel at modeling relationships between distant features while
preserving essential local information. As figure 3 shows, the estimated trajec-
tories exhibit alignment with ground truth, providing insights into the models’
robust estimating process.
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Fig. 3: Estimated trajectories compare to ground truth.The yellow line indi-
cates the orginal trajectory while blue dots represents the estimated camera
pose

3 Conclusion

Hybrid deep learning architectures represent a significant step forward in cam-
era localization, addressing the limitations of both traditional methods and
standalone deep learning approaches. By strategically stacking convolutional
and attention-based layers, these models achieve a balanced representation
of local and global features, enabling robust performance in complex and
dynamic environments. The adoption of sequential and dual-stream designs
further enhances their versatility, making them suitable for a wide range of
applications. Future research can explore optimizing these architectures for
real-time deployment and integrating additional modalities to further improve
localization accuracy.
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1 Introduction

Breast Cancer (BC) remains an immense global health concern, recognized as
a leading cause of cancer-related death among women, requiring accurate and
effective diagnostic methods. The widespread influence of this issue requires
efficient screening and diagnostic methods to address its high recurrence and
death rates. Mammography is considered a fundamental method in the detec-
tion of breast cancer. It is widely acknowledged for its effectiveness in reducing
mortality rates by enabling the early identification of the illness by 42% since
1989 [3]. BC is a heterogeneous disease that consists of different molecular
subtypes. The presence of both intra and inter-tumor heterogeneity plays a
significant role in drug resistance and treatment effectiveness. The molecular
subtypes are categorized into four classes based on the expression of immuno-
histochemical markers: Luminal A, Luminal B, HER2, and Triple-Negative
[2]. In addition to facilitating tailored treatment methods, having an under-
standing of the molecular subtype of breast cancer helps with risk assessment
and prognostication, which ultimately leads to improved patient outcomes

2 Challenges and Objectives

To identify a molecular subtype of BC, doctors usually need to perform a
biopsy. This process involves taking a tissue sample, which is invasive, takes
time, and adds extra costs to the treatment.
This work aims to automate the process of classifying the molecular subtypes
of BC using artificial intelligence (AI), leveraging advanced Deep Learning al-
gorithms in multi-modal radiological imaging, mainly mammography, to pro-
vide a non-invasive, efficient, and cost-effective alternative to biopsies [1].
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Fig. 1: Overview of an Invasive Biopsy Process.

2.1 Proposed Methodology

This work presents an end-to-end framework for classifying BC molecular
subtypes from radiological images (e.g., mammograms), structured into three
key stages, as illustrated in Figure 2.

� Tumor Detection and Segmentation Based on Deep Learning: In
the first stage, a deep learning-based segmentation model is employed to
detect and precisely segment the tumor region. The model ensures accurate
delineation of tumor boundaries, enhancing the reliability of subsequent
feature extraction.

� Feature Extraction via Image Processing & Radiomics: The sec-
ond stage focuses on extracting key morphological and radiomic (texture-
based) features from the segmented tumor region. Advanced image pro-
cessing techniques are applied to quantify tumor shape and margin char-
acteristics, which are crucial for distinguishing molecular subtypes.

� Molecular Subtype Classification Based on Machine Learning: In
the final stage, the extracted morphological and radiomic features are fed
into machine learning models—such as Random Forest (RF), CatBoost,
and Support Vector Machine (SVM)—to classify tumors into molecular
subtypes (Luminal A, Luminal B, HER2+, and Triple-Negative).

The proposed framework enhances subtype classification accuracy, providing
a more precise approach to BC diagnosis from mammography.

3 Results and Future Direction

We employed quantitative and qualitative measures to compare the proposed
framework to determine its effectiveness. We conducted an in-depth analy-
sis of the relationship between tumor shape, margin, radiomics features, and
BC molecular subtypes. This analysis identified novel correlations that are
strongly supported by clinical data, offering new insights into the biological
behavior of different subtypes.
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Fig. 2: The Proposed Approach For The Automatic Classification Of Molec-
ular Subtypes Of BC (I.E., Four Classes: Luminal A, Luminal B, Triple-
Negative, HER2) From The Analysis Of Mammographic Images.

Table 1: Classification Results of Molecular Subtypes for Dataset A and
Dataset B

Accuracy Precision Recall F1 Score ROC/AUC

Dataset A 0.9252 0.9244 0.9246 0.9252 0.9724

Dataset B 0.9448 0.9476 0.9447 0.9451 0.9838

Based on the results we got from our private in-house dataset using this
framework for subtype classification, we present a more accurate and efficient
approach to classifying breast cancer molecular subtypes compared to ex-
isting methods. Our framework consistently outperforms other approaches in
distinguishing subtypes such as Luminal, HER2-positive, and Triple-negative,
highlighting its potential for use in clinical and research settings, contributing
to more precise and personalized breast cancer treatment strategies.

Acknowledgement. This work was supported by the Bosomshield Project, a grant
from Marie Sklodowaka-Curie Doctoral Networks Actions(HORIZON-MSCA-2021-
DN-01-1-101073222)

References

[1] Nariya Cho. Molecular subtypes and imaging phenotypes of breast cancer. Ultra-
sonography, 35(4):281, 2016.

[2] Ana M. Mota, João Mendes, and Nuno Matela. Breast Cancer Molecular Subtype
Prediction: A Mammography-Based AI Approach. Biomedicines, 12(6):1371, 2024.

[3] J. Ferlay, M. Ervik, F. Lam, M. Colombet, L. Mery, M. Piñeros, A. Znaor, I.
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1 Introduction

Large Language Models (LLMs) excel in tasks like text generation and trans-
lation, but their training data often includes sensitive or copyrighted content,
raising privacy concerns. Regulations like GDPR and CCPA require data re-
moval mechanisms, making efficient unlearning techniques essential [3]. Re-
training is costly, and approximate unlearning lacks guarantees.
The Sharded, Isolated, Sliced, and Aggregated (SISA) framework offers ex-
act unlearning but is computationally expensive as represented in figure 1
[4]. We enhance SISA for text-based models, improving data partitioning to
boost unlearning efficiency while maintaining performance. Our approach, op-
timized for textual data, explores multiple distribution strategies to improve
unlearning in SISA.

Fig. 1: Standard SISA Distribution

We apply this to BERT models for copyright and privacy protection [1], com-
paring strategies and evaluating trade-offs between guarantees, cost, and per-
formance. Our results show that smarter partitioning reduces unlearning time,
making large-scale LLMs more compliant with privacy regulations.

⋆ PhD advisor: Josep Domingo Ferrer, David Sánchez Ruenes

hajar.lachheb@urv.cat


42 Hajar Lachheb

2 Methodology

This work addresses exact machine unlearning for LLMs in privacy and copy-
right contexts, enhancing the SISA approach to reduce retraining costs and
environmental impact while ensuring legal compliance.
Our methodology consists of five key components:

� Data Preprocessing: We preprocess the dataset to remove noise and
standardize the format, enabling efficient prioritization of data points for
unlearning.

� Forget Priority Score: We introduce a forget priority score to evaluate
which data samples are most critical to forget. The score F (i) for each
data point i is computed based on two factors: recency and sensitivity. It
is given by:

F (i) = αR(i) + βS(i), (1)

where R(i) represents the recency of the data point (e.g., publication year
or birth year), S(i) represents the sensitivity (We will be trying different
sensitivity features, and observing the results while combining them for
both the copyright and privacy requests), and α, β are the weights assigned
to each factor.

� Sharding and Slicing: We partition the data into S shards and R slices
to optimize unlearning and minimize retraining, prioritizing recent and
sensitive data for removal. The partitioning ensures that (1) the most re-
cent data is in the final slices of each shard and (2) recent data appears
earlier in the shards. This strategy, shown in figure 2, ensures exact un-
learning with minimal cost and environmental impact, while complying
with privacy and copyright regulations.

Fig. 2: SISA Distribution Strategy

� Training Pipeline: Our training pipeline optimizes the SISA framework
[2] by strategically partitioning the dataset into shards and slices, with
each slice added incrementally during training. The model trains sequen-
tially on each slice, updating its parameters, and uses an ensemble method
with majority voting for inference, aggregating predictions from models
trained on individual shards.
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� Unlearning mechanism: Upon receiving an unlearning request, our sys-
tem identifies the relevant shard and slice. Requests are assumed to follow
an exponential distribution, favoring newer data. The forgetting probabil-
ity Pforget(t) is modeled as:

Pforget(t) ∝ e−λ(t−t0), (2)

where t is the publication year, t0 is a reference year, and λ controls the
decay rate, in line with cognitive psychology’s forgetting model [5]. Each
request is processed independently by retraining the affected slices, and
after all requests, we aggregate the results to update the model while
preserving utility and unlearning guarantees similar to the original SISA
framework.

3 Experiments and Results

Experiments Setup For evaluation, we used two request-specific datasets:
the BookMIA dataset (10,000 literary snippets) for copyright and the Wikipedia
Biographies Text Generation dataset (10,000 biographies) for privacy. Both
were processed using a fine-tuned BERT-based architecture (BertForMaskedLM
(’bert-base-uncased’)). The datasets were split into 5 shards and 3
slices, with training for one epoch, a batch size of 8, BERT tokenization, and
a modified vocabulary for privacy. Sentence transformers were used for repre-
sentation learning, and Adam optimized the training.
Experiments Results: Copyright Requests The results in Table 1 com-
pare various unlearning methods for copyright-related requests.

Table 1: Copyright Requests - Final Evaluation

Experiments
Training Unlearning

Training Time Training Loss Unlearning Time Unlearning Loss
SISA Standard 93.19s 0.8184 280.37s 0.9941

SISA Standard Random Requests 93.19s 0.8184 305.45s 1.0084
SISA Enhanced

First Distribution 89.92s 0.7116 120.25s 1.5381
Second Distribution 90.86s 0.9918 115.69s 1.0545
Third Distribution 93.91s 0.8729 110.73s 1.0708
Fourth Distribution 95.58s 0.8408 109.18s 1.0991
Fifth Distribution 91.56s 0.8622 107.97s 1.0275
Sixth Distribution 92.41s 0.8092 96.27s 1.0997

Approximate Unlearning
Gradient Ascent 339.36s 2.0510 102.80s 1.2337

Gradient Difference 339.36s 2.0510 103.20s 1.3422
KL Minimization 339.36s 2.0510 101.00s 2.3937

Preference Optimization 339.36s 2.0510 105.30s 2.0548
SISA Enhanced Random Requests

First Distribution 89.92s 0.7116 242.52s 0.9975
Second Distribution 90.86s 0.9918 230.58s 1.0270
Third Distribution 93.91s 0.8729 222.68s 1.0104

Retraining on Retain Set
One User Request 339.36s 2.0510 337.61s 2.0620
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SISA Standard methods show high unlearning times (280.37s–305.45s) with
consistent training losses but offer limited efficiency gains compared to SISA
Enhanced methods, which reduce unlearning times, especially for the Sixth
Distribution (96.27s). The Fifth Distribution balances low unlearning loss
(1.0275) and moderate time (107.97s), making it a strong choice. Approx-
imate Unlearning methods are faster (101.00s–105.30s) but incur higher
training and unlearning losses, demonstrating the trade-off between efficiency
and accuracy. SISA Enhanced Random Requests result in longer unlearn-
ing times (e.g., 242.52s for the First Distribution) due to random requests,
but still outperform SISA Standard in efficiency and accuracy. Retrain-
ing on the Retain Set is the least efficient approach, particularly given
that it derives from a single user request, resulting in high unlearning times
(337.61s) and significant losses (2.0620). Overall, SISA Enhanced improves
over SISA Standard but varies across distributions, with the Fifth and Sixth
Distributions being the most balanced for unlearning tasks.

4 Conclusion

In addition to the promising results observed for copyright unlearning, we
also found encouraging outcomes for privacy-related unlearning tasks. These
findings suggest that our approach is effective across different types of sensitive
data. Moving forward, the next step will be to deepen our understanding of
unlearning in large language models (LLMs) by exploring other advanced
techniques, such as explainable AI, which can provide greater insight into the
decision-making process behind unlearning.
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Abstract Numerous AI applications, including virtual assistants, chatbots,
and recommendation systems, use large language models (LLMs). However,
there are serious privacy issues, since these models could retain confidential
and copyright-protected data. LLMs may unintentionally reveal private infor-
mation during inference since they are trained on large datasets, endangering
individual privacy. The European Union (EU), in order to tackle these issues,
introduces the Right-to-Be Forgotten (RTBF) clause under the GDPR (Gen-
eral Data Protection Regulation). People can request the deletion of their data
under this provision. Unfortunately, removing unwanted data requires retrain-
ing the model from scratch, which can be costly and impractical for LLMs in
a continuous manner. This research proposes a novel technique called LLM
unlearning using Differential Privacy (DP), which can substantially lower the
costs of unlearning by approximately 50% compared to more conventional
approaches like retraining from scratch or fine-tuning pre-trained models ex-
clusively on retained data. Our method also prevents models from retaining
private and copyright-protected information during training.

1 Introduction

In recent years, due to training on massive text corpora [1] with trillions of
tokens, LLMs have brought a revolution in the event of the creation of human-
like text, language comprehension in a sophisticated manner, and other prob-
lems related to natural language. Despite this advancement, LLMs have the
potential of leaking sensitive information [2], ranging from personal informa-
tion identity, including critical identifiers (e.g., name, SSN, phone number,
email address) and quasi-identifiers (e.g., date of birth, sex, zip code, ethnic-
ity).
To protect personal privacy, the European Union (EU) General Data Protec-
tion Regulation (GDPR) has established rules giving people the right to have
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their personal information removed, which is known as the person’s right to
be forgotten (RTBF). A similar act in the USA, known as the CCPA, allows
resident the right to know, access, delete, and opt out of the sale of their per-
sonal information. Consequently, LLMs’ unlearning is becoming a concerning
issue among organizations in compliance with the different data privacy and
security institutions’ acts.
Unlike deleting a file from a computer, removing data from an AI model is
extremely difficult and costly. The only guaranteed method is to retrain the
entire model from the beginning, which can take months and cost millions
of euros. For example, training ChatGPT-4 reportedly cost over 100 million
dollars. If AI companies had to retrain models every time someone requested
data removal, it would be financially impractical. In recent times, researchers
[3] have been trying to tackle this problem using different model editing-based
approximate forgetting such as Gradient Ascent (GA), Gradient Difference
(GD), Preference Optimization (PO), and Kullback-Leibler (KL) divergence,
etc. However, due to the non-linear parameter relationship, neither approach
can guarantee personal data removal, even when offering small-scale forgetting
in trade for model utility.

2 Proposed Method

In LLMs, the general goal of unlearning is to remove target knowledge while
accurately maintaining model performance for non-targets. Specifically, when
a Forget (Df ) request arrives, the model must forget the information associ-
ated with the requested entity. At the same time, it can perform at the same
level on Retain (Dr = D \ Df ) data as it did on the whole (D) data.
In this research, we present a method for unlearning that utilizes differential
privacy (DP), offering a cost-effective strategy for LLM unlearning. The pri-
mary aspect of the DP method is safeguarding personal data confidentiality
by introducing calibrated noise during model training, effectively minimizing
the risk of data exposure. Despite the inclusion of noise, the approach main-
tains critical patterns found in the original data, with further fine-tuning on
retained data, effectively restoring the model performance and allowing for
the effective unlearning of unwanted information.
The workflow architecture of our method is shown in Figure 1. Our method
works in two stages.
In stage one, referred to as unlearning-ready training, we create the privacy-
protected private base model (BMDP

D ) by training (for a new model from
scratch) or fine-tuning (for the pre-trained model) on raw data (D), ensuring
DP constraints. This private base model is then further fine-tuned on raw
data (D) to make it MDP

D ready to deploy for real-world applications.
In stage two, referred to as unlearning request handling, for each forgetting
request, we delete the current operational model and then fine-tune the private
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base model on Dr to make the unlearned model (UMDP
Dr

), which is ready to
deploy for the real-world applications.

Fig. 1: Our Method Workflow Architecture

3 Dataset and Model

We used the TOFU [3] dataset, which contains 200 fictitious author profiles,
with each profile having 20 questions and answers pairs. The dataset is further
divided into Forget set and Retain set with 1%-99%, 5%-95%, and 10%-100%
pairs, respectively.
We employed the pre-trained Microsoft Phi model for the experiment, which
has approximately 1.5 billion parameters.

4 Experimental Results

Our experiment focuses on two primary evaluation metrics: forget quality and
model utility. The forget quality and model utility scores at 5% forgetting are
illustrated in Figure 2. Our method achieves a forget quality and model utility
close to FR-exact (exact forgetting). In contrast, all approximate methods,
except GD, fail to achieve the minimum level of forgetting (threshold ≥ 0.05).



48 Tamim Al Mahmud

Fig. 2: Forget Quality vs Model Utility. FFR stands for fine-tuning the pre-
trained model on the TOFU dataset, both the Forget Set and Retain Set.
FR-exact stands for fine-tuning the model on the Retain set only. Epochs are
E = 10 for FFR and FR-exact and E′ = 5 for others. The comparative size
of the markers represents the number of epochs: the larger the epoch number,
the larger the marker size.

5 Conclusion

We proposed an efficient unlearning approach for LLMs, compliance with
regulations like GDPR. By integrating differential privacy, our method enables
selective data removal with minimal performance impact, offering a scalable,
cost-effective solution for responsible AI deployment.
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1 Introduction

Microorganisms, such as bacteria, do not function in isolation; rather, they
exist within multi-species communities, cohabiting the same environment and
engaging in a wide range of interactions. Different species—or even individ-
uals within the same species—can compete for resources, cooperate through
cross-feeding, establish predator-prey relationships, and form intricate net-
works of interactions. Understanding these complex microbial communities is
crucial, as microorganisms coexist with nearly all forms of life. They inhabit
our gut, skin, and mouth, influencing our health, and they shape marine and
soil ecosystems, determining their stability and function. However, their com-
plexity presents a major challenge: how do the physiological behaviors of indi-
vidual species give rise to emergent properties such as stability, productivity,
and resilience? From this perspective, microbial communities can be regarded
as complex adaptive systems.
Despite their complexity, recent studies have revealed universal properties
that emerge across microbial communities. However, many of these regulari-
ties remain difficult to explain using existing theoretical models. For instance,
microbial communities exhibit both high diversity and remarkable long-term
stability in composition [3], a phenomenon that contradicts classical theoret-
ical ecology models—such as Lotka-Volterra and Consumer-Resource models
—which predict that high diversity should lead to instability. This paradox,
particularly evident in microbial ecosystems, echoes the well-known para-
dox of the plankton. Another intriguing feature is that, while the taxonomic
composition of microbial communities varies across individuals and ecosys-
tems, their functionality—defined by the metabolites they produce and con-
sume—remains highly conserved [3]. This suggests the presence of underlying
assembly rules that shape microbial communities. Recently, Grilli [2] analyzed
data from diverse biomes and identified three macroecological laws that quan-
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titatively describe species abundance fluctuations across communities and over
time. Strikingly, these patterns were reproduced by a mathematical model
that disregards interactions entirely, relying solely on environmental stochas-
ticity. This result appears to contradict the well-documented importance of
microbial interactions, raising fundamental questions about the role of species
interactions in shaping microbial community dynamics.

2 The role of space

My research focuses on developing mathematical and computational models of
the microbiome that can reproduce emergent patterns and enhance existing
theoretical frameworks. In particular, we propose that space is the missing
ingredient in current theoretical models. Specifically, incorporating the fact
that microbial species are embedded in a physical space—an aspect typically
overlooked in mean-field descriptions—is crucial for a more accurate repre-
sentation. Several factors support this perspective. First, microbial interac-
tions are predominantly short-range, typically occurring over just a few body
lengths (a few micrometers). As a result, microorganisms interact only with
their closest neighbors, remaining unaware of the broader community. Second,
over 80% of bacteria in natural environments exist in biofilms—dense, diverse
communities embedded in a self-secreted polymer matrix that often adheres to
surfaces. This implies that most microbes are spatially constrained rather than
freely moving. Third, bacteria exhibit self-organization: they can sense their
environment and adjust their motion and behavior accordingly. By explicitly
considering these aspectes and, therefore, spatial structure, our approach aims
to provide a more realistic theoretical framework for understanding microbial
communities.

2.1 Emergent Coexistence explained by Spatial Segregation

Recently, Chang et al. [1] provided strong experimental evidence that mul-
tispecies coexistence is an emergent phenomenon. They isolated organisms
from stable synthetic bacterial communities composed of multiple species and
systematically tested all possible pairwise competitions. In most cases, one
species outcompeted the other, leading to exclusion. From this, they con-
cluded that coexistence in communities cannot be reduced to simple pair-
wise interactions, leaving open the question of the fundamental mechanisms
driving this phenomenon. In our work [5], we investigate the role of spatial
self-organization as a key factor underlying emergent coexistence. Using high-
performance individual-based simulations, we demonstrate that bacteria can
naturally form spatially segregated patches if they have the ability to move
away from regions of high competition (figure 1). Incorporating this patchy en-
vironment into a Lotka-Volterra framework, we show that spatial segregation
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enhances coexistence when multiple species are present but not in two-species
systems—thus reproducing the findings of Chang et al.
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Fig. 1: Example of a simulation outcome showing segregated clusters of bacte-
ria emerging due to competition avoidance. Each point represents an individ-
ual bacterium, with colors indicating different species. Interactions between
neighboring bacteria are determined by a Random Geometric Graph (RGG),
a network in which two nodes are connected only if their distance is below a
specified threshold R.

2.2 Biofilm Formation

Currently we are investigating the mechanisms that drive bacteria to form
biofilms. The transition from a free-moving (planktonic) state to a surface-
bound biofilm is a complex process influenced by multiple factors. Among
these, cooperative interactions within the community—providing collective
benefits—have been proposed as a key driver of biofilm formation [4]. Using
again a combination of individual-based simulations and analytical models, we
show that this transition can be triggered by spatial self-organization. With a
sufficient number of mutualistic interactions, the system can undergo a sharp
phase transition from an almost fully planktonic phase to a state in which all
particles find stable favorable locations, driving the formation of the biofilm
(figure 2).

2.3 Future work

The final part of my thesis will focus on developing a minimal model that
incorporates the effects of spatial structure while summarizing the key find-
ings discussed above. One approach is to consider species interactions as time-
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Fig. 2: Simulation of a system with two bacterial species: one capable of co-
operation and biofilm formation, and the other purely competitive. When
the cooperative species is scarce, both species remain in motion, leading to a
mixed spatial distribution (left panel). As its population increases, a critical
threshold NC

1 is reached, allowing the cooperative bacteria to cluster and initi-
ate biofilm formation. At this threshold, large, dense clusters emerges (central
panel). Further increasing the abundance of the cooperative species results in
the formation of multiple smaller clusters (right panel).

dependent rather than fixed within a static interaction network. These tempo-
ral dynamics will be governed by the relationships between movement, spatial
self-organization, and growth timescales.
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1 Abstract

Recommendation systems have advanced significantly in several industries,
including tourism, due to the quick development of information technology
and the growing need for individualized services. Recommendation systems
play a critical role in influencing the experiences of tourists by recommending
attractions, activities, and itineraries that suit personal interests. However,
despite widespread adoption, current recommendation systems often neglect
important criteria such as sustainability and explainability. This research aims
to bridge this gap by developing novel recommendation strategies that are
context-aware, personalized, sustainable, transparent, and grounded in hier-
archical multi-criteria decision-making. Moreover, the study uses data related
to point of interest in Tarragona city, Spain that scraped from TripAdvisor,
therefore ensuring that the suggested models are grounded in actual data.

2 Background and Motivation

Tourism is one of the largest and most dynamic industries globally, with a pro-
found impact on local economies, cultures, and environments [1,2]. The emer-
gence of digital channels has revolutionized the way visitors plan their travel,
transforming recommendation systems into an essential mean for decision-
making [2]. Traditional recommendation systems, however, frequently focus
solely on matching user preferences with existing alternatives, neglecting the
broader implications of their suggestions. For instance, many systems priori-
tize popular attractions, leading to overcrowding and strain on local resources,
which can undermine the sustainability of tourism [1,3]. Moreover, the lack of
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transparency in generating recommendations can erode user trust and limit
the potential for meaningful user interaction with the system. These con-
cerns underscore the need for multifaceted approaches, such as hierarchical
multi-criteria decision-making that concurrently considers user preferences,
sustainability goals, and contextual factors [3].

3 Gap in Previous Work

Previous research in recommendation systems has made significant strides in
personalization, leveraging techniques such as collaborative filtering, content-
based filtering, and hybrid approaches to improve recommendation accuracy
[2]. However, these systems often overlook two critical dimensions: sustain-
ability and explainability. Sustainability, in the context of tourism, refers to
the balance between economic, social, and environmental considerations [3].
Existing recommendation systems rarely account for the ecological impact
of their suggestions or the distribution of tourist activities, which can lead
to over-tourism and resource depletion [1,2]. Similarly, explainability remains
underexplored; many users are presented with recommendations without in-
sight into the reasoning or criteria used to generate them [2]. Hierarchical
multi-criteria decision-making can address this gap by systematically evalu-
ating multiple dimensions—such as environmental impact, user satisfaction,
and cost—within a single, unified framework [3,1].

4 Research Objectives

The primary objective of this research is to integrate context-awareness, sus-
tainability, explainability, and hierarchical multi-criteria decision making into
a unified recommendation system. Specifically, the research aims to:

� Develop Context-Aware Recommendation Strategies: Design algo-
rithms that includes contextual variables, user preferences and real-time
information to deliver personalized suggestions.

� Incorporate Sustainability Considerations: Develop mechanisms to
distribute tourists evenly, encouraging visits to lesser-known places to ease
pressure on popular attractions while promoting economic diversification
and preserving natural and cultural heritage.

� Enhance Explainability: Implement features that offer clear explana-
tions for the recommendations made. This will boost tourists trust allowing
to make informed decisions about their travel plans.

� Embed Hierarchical Multi-Criteria Decision Making: Employ a
structured, multi-level framework to weigh different criteria such as pref-
erences, context and sustainability.
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� Evaluate the Impact of Recommendations: Assess the effectiveness
of the proposed system concerning user satisfaction, sustainability out-
comes, and explainability. The evaluation will involve new metrics that
capture the multidimensional nature of the recommendations.

5 Methodology

The research adopts a comprehensive and iterative approach to develop and
evaluate the recommendation system. Figure 1, shows the methodology will
consist of the following steps:

� Literature Review: Conduct an extensive review of existing recommen-
dation systems, with special attention to their sustainability and explain-
ability components, as well as the core principles of hierarchical multi-
criteria decision making.

� Data Collection and Scraping: Gather diverse datasets on tourist ac-
tivities, geographical locations, and user preferences. This will include data
scraping of points of interest from TripAdvisor for Tarragona, Spain—a
setting chosen for its rich cultural heritage and tourism challenges. Ad-
ditional data will be sourced from publicly available repositories, local
tourism authorities, and user interactions with digital platforms.

� Model Development: Adapt, and develop suitable algorithms that blend
machine learning techniques with hierarchical multi-criteria decision mak-
ing for context-aware, sustainable, and explainable recommendations.

� Training and Validation: Train and apply cross-validation for the mod-
els on the collected data, to ensure robustness and generalizability. Model
performance will be measured by accuracy, precision, in addition to new
metrics designed to capture sustainability and explainability.

� Iterative Refinement: Integrate feedback from users and stakeholders
to refine the recommenders. Adjustments will be made to accommodate
new data inputs, emerging trends, and evolving sustainability objectives.

� Deployment and Monitoring: Implement the recommendation system
in a real-world context, tracking its performance and long-term impacts.
Continuous feedback loops will allow ongoing improvements to maintain
alignment with tourist preferences, sustainability goals, and transparency
standards.

6 Expected Outcomes and Contributions

This research aims to advance recommendation systems, particularly in sus-
tainable and explainable tourism, by incorporating hierarchical multi-criteria
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decision-making. The proposed system will provide balanced travel recom-
mendations that address multiple objectives, guiding tourists to less-visited
destinations to reduce over-tourism while promoting sustainable practices.
By offering clear, user-friendly explanations, the system fosters trust and en-
courages responsible travel. Additionally, new evaluation metrics will establish
a robust framework for assessing tourism recommendation systems, setting a
standard for future research. Also, this study will pave the way for next-
generation systems that enhance travel experiences while supporting local
communities through fairness , transparency, and environmentally conscious
practices.

Fig. 1: General recommendation system methodology steps.
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The interplay between network structure and dynamical processes on networks
remains a central topic in network science, with diffusion dynamics serving
as a key process for studying this relationship due to the model’s simplicity.
However, despite its importance, few theoretical results are available. In our
research, we explore the role of network structure in determining algebraic
connectivity, characterized by the second-smallest eigenvalue of the Laplacian
matrix, which quantifies diffusion times in complex networks.

In [1], an intriguing behavior was observed in diffusive processes on multiplex
networks: under certain conditions, the diffusion time of a multiplex network
can be shorter than that of any of its isolated layers. This phenomenon, termed
super-diffusion, has motivated extensive efforts to understand and characterize
it. For the first time, in [3], we provided an analytical description of super-
diffusion, offering new insights and establishing bounds for the super-diffusion
region in the connectivity space k1 − k2 of random duplex networks.

Building on this result, our research extends to a comprehensive analysis of
diffusion in networks with indirect connections [2]. Indirect connections enable
the spread of information between two nodes, i and k, that are not directly
connected but are linked through a third node j in a path of length two. This
additional diffusion channel allows information to propagate between nodes i
and k without necessarily involving j. In our study, we derive an analytical
description of the phase diagram for indirect influence—a novel parameter
quantifying how the introduction of indirect diffusive channels enhances the
diffusion process—using perturbation theory (see Fig. 1). Furthermore, we
identify a new topological phase transition in the abundance of indirect chan-
nels at a critical value pc ∼ N (d−1)/d.
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58 Llúıs Torres-Hugas

0 0.3 0.7 1
connection probability p

0

1

2

3

4

ex
po

ne
nti

al 
de

ca
y α

0.0

0.3

0.7

1.0

av
era

ge
 in

dir
ec

t in
flu

en
ce

 〈 ζ〉

Fig. 1: Experimental phase diagram of indirect influence as a function of
the network’s connection probability and the exponential decay of indirect
connection diffusion rates, governed by d−α, where d denotes the shortest path
length between nodes. Solid white lines represent the experimental contours of
the color map, while dashed white lines indicate the corresponding theoretical
predictions.
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The widespread sharing of facial images on social media platforms has en-
abled unauthorized facial recognition (FR) systems to massively track and
profile individuals without their consent. We introduce PRISMA (Perceptually
Robust Iterative Similarity Momentum Attack), whose artificial intelligence
contribution is a novel two-stage adversarial attack framework that combines
momentum-based optimization with perceptual constraints. The first stage
computes robust target features across multiple classes, while the second stage
uses these features along with momentum-based optimization to generate vi-
sually imperceptible perturbations. The engineering application of PRISMA
is privacy protection against unauthorized FR systems. Our empirical eval-
uation reveals a critical vulnerability in existing protection methods: they
can be circumvented through reverse attacks that achieve recognition rates
up to 74.64%. In contrast, PRISMA significantly outperforms state-of-the-art
methods by reducing FR accuracy to below 26.28% while maintaining high
perceptual quality (peak signal-to-noise ratio-human visual system-metric of
35.82 decibels). Our method demonstrates strong transferability across differ-
ent model architectures and commercial services, which makes it a practical
solution for protecting users’ privacy.

1 Indications

We present PRISMA (Perceptually Robust Iterative Similarity Momentum
Attack), a novel method that fundamentally reimagines adversarial image
protection. Unlike existing methods that incur unacceptable trade-offs be-
tween privacy and quality, PRISMA uses momentum-based optimization with
perceptual constraints to generate visually imperceptible perturbations that
nonetheless render images unusable for FR training.
Our empirical results demonstrate that PRISMA significantly outperforms
existing approaches in privacy protection while maintaining similar percep-
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tual quality scores. Our experiments also uncover a critical vulnerability in
existing approaches, i.e., Fawkes, and Lowkey: they can be bypassed through
reverse attacks that achieve recognition rates up to 69.56%, nearly match-
ing their protected accuracies. Finally, to support the evaluation of privacy
protection mechanisms across diverse age groups, we contribute a carefully
curated dataset of 416 facial images from 53 underage public figures.
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